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Sets

Lin = Set of all tensors

Lin®T = Set of all tensors T with det T > 0

Sym = Set of all symmetric tensors

Psym = Set of all symmetric, positive definite tensors
Orth = Set of all orthogonal tensors

Orth™ = Set of all rotations (QQ" = I and det Q = +1)
Skw = Set of all skew-symmetric tensors
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Chapter 1

Introduction to Tensors

Throughout the text, scalars are denoted by lightface letters, vectors are denoted by bold-
face lower-case letters, while second and higher-order tensors are denoted by boldface capital
letters. As a notational issue, summation over repeated indices is assumed, with the indices
ranging from 1 to 3 (since we are assuming three-dimensional space). Thus, for example,

Ty =Ty +Top + T3,
OR
U -V = UV = UV = UV F UV F UV3.

The repeated indices ¢ and j in the above equation are known as dummy indices since any
letter can be used for the index that is repeated. Dummy indices can be repeated twice and
twice only (i.e., not more than twice). In case, we want to denote summation over an index
repeated three times, we use the summation sign ezplicitly (see, for example, Eqn. (1.98)).
As another example, let v = T'u denote a matrix T" multiplying a vector u to give a vector
v. In terms of indicial notation, we write this equation as

Thus, by letting ¢ = 1, we get
v = le"LLj = T11U1 + T12UQ + T13U3.

We get the expressions for the other components of v by successively letting ¢ to be 2 and
then 3. In Eqn. (1.1), ¢ denotes the free index, and j and k denote dummy indices. Note
that the same number of free indices should occur on both sides of the equation. In the
equation

T = Cijui B,

¢t and j are free indices and k and [ are dummy indices. Thus, we have

Ty = Cuki B = Ciinn B 4 CrigEBrg + CiisEas



1.1. VECTORS IN &3 Introduction to Tensors

+ Criz1 Bar + CrigaFag + Chiaz B
+ Criz1E31 + Criza Bsp + Chizs Bss,
Ty = Crom B = Crann By + Chio12Eis + Crais B
+ Chroa1 E1 + ClagaFgs + ClagsEas
+ Ch231 31 + Chaza Esp + Cazs Bz,

The expressions for 113, T5; etc. can be generated similar to the above.
The representation of T'= RS would be

Ti; = RirSk; & SkjRik.

7 and 7 are free indices and k is a dummy index. Although we are allowed to interchange
the order of Ry, and Sy; while writing the indicial form as shown in the equation (since
they are scalars), we are not allowed to interchange the order while writing the tensorial
form, i.e, we cannot write T = RS as T = SR since the two products RS and SR are
different.

Great care has to be exercised in using indicial notation. In particular, the rule of
dummy indices not getting repeated more than twice should be strictly adhered to, as the
following example shows. If a = Hu and b = Gwv, then we can write a; = H;;u; and
b; = G;jv;. But we cannot write

a-b= H;u;G;jv;, (wrong indicial representation!)

since the index j is repeated more than twice. Thus, although a;, = H;ju; and b; = G;;v;
are both correct, one cannot blindly substitute them to generate a - b. The correct way to
write the above equation is

OR OR o .
a-b=H;u;,Giyvy, = H;;Gipuvy = ujugH;;Gy,  (correct indicial representation)

where we have now introduced another dummy index £ to prevent the dummy index j
from being repeated more than twice. Write out the wrong and the correct expressions
explicitly by carrying out the summation over the dummy indices to convince yourself
about this result.

In what follows, the quantity on the right-hand side of a ‘:=’ symbol defines the quantity
on its left-hand side.

1.1 Vectors in R

From now on, V denotes the three-dimensional Euclidean space R3. Let {e;, ez, e3} be a
fixed set of orthonormal vectors that constitute the Cartesian basis. We have

€; ej = 61‘]’7
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Introduction to Tensors 1.1. VECTORS IN ®3

where 9;;, known as the Kronecker delta, is defined by

0 when i % i
(Sij = when Z 7é j_’ (12)
1 when 1 =j.

The Kronecker delta is also known as the substitution operator, since, from the definition,
we can see that x; = 0;;z;, 7;; = Tidx;, and so on. Note that ;; = d;;, and 0;; =
511 + 522 + 533 = 3.

Any vector u can be written as

U = ure; + uses + uses, (1.3)
or, using the summation convention, as
u = u;e;.
The inner product of two vectors is given by
(u,v) = u - v := uv; = UV + Uy + UV3. (1.4)
Using Eqn. (1.3), the components of the vector w can be written as
U =1u- e;. (1.5)
Substituting Eqn. (1.5) into Eqn. (1.3), we have
u=(u-e;e;. (1.6)
We define the cross product of two base vectors e; and e, by
e; X ey 1= €€, (1.7)
where €5, is given by

€123 = €231 = €312 = 1

€132 = €213 = €321 = —1
€ijr = 0 otherwise.

Taking the dot product of both sides of Eqn. (1.7) with e,,, we get
€y, - (ej X ek) = eijkdim = Emjk-
Using the index ¢ in place of m, we have

€ijk = €; <€j X ek). (18)
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1.1. VECTORS IN &3 Introduction to Tensors

The cross product of two vectors is assumed to be distributive, i.e.,
(au) X (fv) =af(u X v) Va,f € R and u,v €V.

If w denotes the cross product of w and v, then by using this property and Eqn. (1.7), we
have

w=uX7v
= (u;¢€;) X (vyex)
= €ijkU;VLE;. (19)
It is clear from Eqn. (1.9) that
uXv=—-vXu.

Taking v = u, we get u X u = 0.
The scalar triple product of three vectors u, v, w, denoted by [u, v, w], is defined by

[u, v, w| :=u-(vXw).
In indicial notation, we have
[w, v, W] = €5UVjWy. (1.10)
From Eqn. 1.10, it is clear that
(u, v, w] = [v,w,u] = [w,u,v] = — [v,u,w] = — [u,w,v] = — [w,v,u] Yu,v,wevV.

(1.11)
If any two elements in the scalar triple product are the same, then its value is zero, as
can be seen by interchanging the identical elements, and using the above formula. From
Eqn. (1.10), it is also clear that the scalar triple product is linear in each of its argument
variables, so that, for example,

[au + pv,x,y] = au,xz,y|+ fv,z,y] Yu,v,x,yeV. (1.12)
As can be easily verified, Eqn. (1.10) can be written in determinant form as

Uy Uz U3
[u,v,w|=det |v; vy w3]. (1.13)
w; W2 W3

Using Eqns. (1.8) and (1.13), the components of the alternate tensor can be written in
determinant form as follows:

€ € €;-€ ¢€;-€3 di1 Oi2 0;
Eijk = [e,-, ej, ek] = det ej el ej - €9 ej ez | = det 5j1 5j (Sj . (114)
€€ €p-€y €f-€3 Okt Ok2 Ok

4



Introduction to Tensors 1.1.

Thus, we have

0 O O Op1 Op2 Op3
€ijkpgr = det | 01 0jo Oj3| det |51 Og2 g3
[0k1 Or2 O3 | [0r1 Or2 03]
(60 0 Gi3| [0 O On]
=det [0;1 Jj0 03| det |02 g2 Opo (since det T = det(T"))
[Ok1 Or2 O3 | [0p3 03 Or3

61’ 61 51 5;01 5q1 57“1

VECTORS IN %3

=det ¢ [0;1 &2 3| [dp2 g2 Or2 (since (det R)(det S) = det(RS))

5k1 5k2 5k3 5p3 5q3 57“3

-5im5mp 5zm5mq 5im5mr
= det | 6mOmp  OsmOmg  OjmOms

_(Skm(smp 5km5mq 6km 5mr

[0ip Oig Oir
= det 5j 5]' 5]'
_(Skp 6kq 5kr

(1.15)

From Eqn. (1.15) and the relation §; = 3, we obtain the following identities (the first of

which is known as the e-0 identity):

€ijk€iqr — 5jq5kzr - 5jr6kq7
€ijk€ijm = 20km.
€ijk€ijk = 6.

Using Eqn. (1.9) and the e-§ identity, we get

(U X ) (U X V) = €kE€imntjVklp U,
= (5Jm6kn - 5jn5km)ujvkumvn
= (U VU Uy — WU Uy V)

= (u-u)(v-v)— (u-v)

(1.16a)
(1.16b)
(1.16¢)

(1.17)

The vector triple products u X (v X w) and (u X v) X w, defined as the cross product
of w with v X w, and the cross product of u X v with w, respectively, are different in

general, and are given by

uX (vXw)=(u wv-—(u v)w,

5

(1.18a)



1.2. SECOND-ORDER TENSORS Introduction to Tensors

(uXv)Xw=(u - w)v— (v wmu. (1.18b)
The first relation is proved by noting that

u X (v X w) = €,;,u(v X w)ie;
= €ijk€kmnU;UmWn€;
= €kij CkmnUj U Wn€;
= (5im5jn — 5m5jm)ujvmwnei
= (UpWyU; — Uy U W;) €4

=(u-wv—(u-v)w.

The second relation is proved in an analogous manner.

1.2 Second-Order Tensors

A second-order tensor is a linear transformation that maps vectors to vectors. We shall
denote the set of second-order tensors by Lin. If T is a second-order tensor that maps a
vector u to a vector v, then we write it as

v="Tu. (1.19)
T satisfies the property
T(ax +by) =aTx+ Ty, Ve,ycV anda,beR.
By choosing a =1, b= —1, and * = y, we get
T(0)=0.

From the definition of a second-order tensor, it follows that the sum of two second-order
tensors defined by
(R+ S)u:=Ru+ Su YuelV,

and the scalar multiple of T' by a € R, defined by

(aT)u = o(Tu) Yu eV,
are both second-order tensors. The two second-order tensors R and S are said to be equal
’ Ru=Su YuelV. (1.20)
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The above condition is equivalent to the condition
(v, Ru) = (v,Su) VYu,veV. (1.21)

To see this, note that if Eqn. (1.20) holds, then clearly Eqn. (1.21) holds. On the other
hand, if Eqn. (1.21) holds, then using the bilinearity property of the inner product, we have

(v, (Ru— Su)) =0 Yu,veV.

Choosing v = Ru — Su, we get |Ru — Su| = 0, which proves Eqn. (1.20).
If we define the function I : V' — V by

Tu:=u YueV, (1.22)

then it is clear that I € Lin. I is called as the identity tensor.
Choosing u = e;, e; and ez in Eqn. (1.19), we get three vectors that can be expressed
as a linear combination of the base vectors e; as

T61 = 1€e1 + agesy + azes
Tey, = aye; + ases + ages (1.23)
T63 = aye| + agey + ages,

where o;, i = 1 to 9, are scalar constants. Renaming the o; as T3, 1 = 1,3, j = 1, 3, we get
Tej = Ejei. (124)

The elements T;; are called the components of the tensor T' with respect to the base vectors
e;; as seen from Eqn. (1.24), T;; is the component of Te; in the e; direction. Taking the
dot product of both sides of Eqn. (1.24) with e, for some particular k, we get

e, -Te; =T;;0i = Tk,

or, replacing k by 1,

By choosing v = e; and u = e; in Eqn. (1.21), it is clear that the components of two
equal tensors are equal. From Eqn. (1.25), the components of the identity tensor in any
orthonormal coordinate system e; are

Iij = €; - Iej =€, - €; = (5” (126)

Thus, the components of the identity tensor are scalars that are independent of the Carte-
sian basis. Using Eqn. (1.24), we write Eqn. (1.19) in component form (where the compo-
nents are with respect to a particular orthonormal basis {e;}) as

v€e; = T(ujej) = ujTej = Ujﬂjei,

7



1.2. SECOND-ORDER TENSORS Introduction to Tensors

which, by virtue of the uniqueness of the components of any element of a vector space,
yields
V; = Ejuj- (127)

Thus, the components of the vector v are obtained by a matrix multiplication of the
components of T', and the components of wu.
The transpose of T, denoted by T7, is defined using the inner product as

(TTu,v) := (u,Tv) Yu,v V. (1.28)

Once again, it follows from the definition that T7 is a second-order tensor. The transpose
has the following properties:

(TT)T =T,
(o) = aT?,
(R+8)" =R" + 87,
If (T};) represent the components of the tensor T', then the components of TT are

(TT)Z']' = €; - TTej

=Te; - e;
=T} (1.29)
The tensor T is said to be symmetric if
T =T,
and skew-symmetric (or anti-symmetric) if
T" = -T.

Any tensor T can be decomposed uniquely into a symmetric and an skew-symmetric part
as
T=T,+T,, (1.30)

where

1
n:§@+T%

1
Tﬁ:?T—Tﬂ

The product of two second-order tensors RS is the composition of the two operations R
and S, with S operating first, and defined by the relation

(RS)u := R(Su) YueV. (1.31)

8



Introduction to Tensors 1.2. SECOND-ORDER TENSORS

Since RS is a linear transformation that maps vectors to vectors, we conclude that the
product of two second-order tensors is also a second-order tensor. From the definition of
the identity tensor given by (1.22) it follows that RI = IR = R. If T represents the
product RS, then its components are given by

Tij=e;- (RS)e;
=e;- R(Se))
=e; - R(Sijex)
=e; - Sy Rey,
= Sk;(e; - Rey)
= SkjRix
= RisSuss (1.32)

which is consistent with matrix multiplication. Also consistent with the results from matrix
theory, we have (RS)” = ST R” which follows from Eqns. (1.21), (1.28) and (1.31).

1.2.1 The tensor product

We now introduce the concept of a tensor product, which is convenient for working with

tensors of rank higher than two. We first define the dyadic or tensor product of two vectors
a and b by

(a®b)c:=(b-c)a VeeV. (1.33)
Note that the tensor product a ® b cannot be defined except in terms of its operation on a
vector ¢. We now prove that a ® b defines a second-order tensor. The above rule obviously

maps a vector into another vector. All that we need to do is to prove that it is a linear
map. For arbitrary scalars ¢ and d, and arbitrary vectors & and y, we have

(a®b)(cx+dy)=[b- (cx+dy)|a
=[cb-xz+db-yla

=cb-x)a+db-y)a

= cl(a®@b)z] + d[(a ®b)y],

which proves that a ® b is a linear function. Hence, a ® b is a second-order tensor. Any
second-order tensor T can be written as

T = Ejei ® €;, (134)

9



1.2. SECOND-ORDER TENSORS Introduction to Tensors

where the components of the tensor, T;; are given by Eqn. (1.25). To see this, we consider
the action of T on an arbitrary vector u:
Tu = (Tu);e; = [e;- (Tu)]e;

= {ei - [T(uje;)]} e

={u; e - (Te))]} e

={(u-e;)le; - (Te))]} e

= [ei- (Te;)] [(u- e;)ei]

= ei- (T'e;)] [(e; @ €)u]

= {lei- (Te;j)] ei @ e;} u.
Hence, we conclude that any second-order tensor admits the representation given by Eqn. (1.34),

with the nine components 7;;, i = 1,2, 3, j = 1,2, 3, given by Eqn. (1.25).
From Eqns. (1.26) and (1.34), it follows that

I=¢ ®e, (1.35)

where {€;, ey, e€3} is any orthonormal coordinate frame. If T is represented as given by
Eqn. (1.34), it follows from Eqn. (1.29) that the transpose of T' can be represented as

T" =Tje; Qe;. (1.36)

From Eqns. (1.34) and (1.36), we deduce that a tensor is symmetric (T' = T7) if and only
if T;; = T}; for all possible ¢ and j. We now show how all the properties of a second-order
tensor derived so far can be derived using the dyadic product.

Using Eqn. (1.24), we see that the components of a dyad a ® b are given by

(G, ® b)U =€, - (a ® b)ej

=e;-(b-ej)a

= a;b;. (1.37)
Using the above component form, one can easily verify that
(a®b)(c®d)=(b-c)a®d, (1.38)
Ta®b)=(Ta) R b, (1.39)
(a@bT =a® (T"b). (1.40)

The components of a vector v obtained by a second-order tensor T operating on a vector
u are obtained by noting that

v, €; = Ej(ei ® ej)u = Tw(u . ej)ez- = ,I%J'Ujei, (141)

which in equivalent to Eqn. (1.27).

10



Introduction to Tensors 1.2. SECOND-ORDER TENSORS

1.2.2 Cofactor of a tensor

In order to define the concept of a inverse of a tensor in a later section, it is convenient to
first introduce the cofactor tensor, denoted by cof T, and defined by the relation

1
(COf T)z] = §€imn€quTmanq- (142)
Equation (1.42) when written out explicitly reads

TooT33 — T3y To3T3y — To1T33 To1T3p — T3
[cof T = |T55Th5 — TssTho TssTin — TsnTis TsiTio — ToTha | - (1.43)
T1oT53 — T13T5y 113151 — T1iToy TiiTae — Tha1n

It follows from the definition in Eqn. (1.42) that
cof T'(u X v) =Tu X Tv VYu,velV. (1.44)

By using Eqns. (1.15) and (1.42), we also get the following explicit formula for the cofactor:
1
(cof T)" = 3 [(trT)* — tr (T?)] I — (&r T)T + T°. (1.45)

It immediately follows from Eqn. (1.45) that cof T corresponding to a given T' is unique.
We also observe that
cof T* = (cof T)", (1.46)

and that
(cof T)'T = T(cof T)". (1.47)

Similar to the result for determinants, the cofactor of the product of two tensors is the
product of the cofactors of the tensors, i.e.,

cof (RS) = (cof R)(cof S).

The above result can be proved using Eqn. (1.42).

1.2.3 Principal invariants of a second-order tensor
The principal invariants of a tensor T' are defined as
]1 :tI'T:T;i, (148&)

L=treof T = - [(tr T)* — tr T?] (1.48b)

DN | —
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1.2. SECOND-ORDER TENSORS Introduction to Tensors

1 1
13 =detT = éeijkepqupiquTrk = Eeijkepquiijqur, (148C)

The first and third invariants are referred to as the trace and determinant of T'.

The scalars I;, Iy and I3 are called the principal invariants of T'. The reason for
calling them invariant is that they do not depend on the basis; i.e., although the individual
components of T' change with a change in basis, I, I3 and I3 remain the same as we show
in Section 1.4. The reason for calling them as the principal invariants is that any other
scalar invariant of T' can be expressed in terms of them.

From Eqn. (1.48a), it is clear that the trace is a linear operation, i.e.,

tr (aR+8S)=atr R+ ftrS Va,5 € R and R, S € Lin.

It also follows that
trTT =trT. (1.49)

By letting T'= a ® b in Eqn. (1.48a), we obtain
tr(a ® b) = a1by + asbs + azbs = a;b; = a - b. (1.50)
Using the linearity of the trace operator, and Eqn. (1.34), we get
tr T =tr (Tie; Qej) =Ttr(e; Q e;) =T - €5 =Ty,
which agrees with Eqn. (1.48a). One can easily prove using indicial notation that
tr (RS) =tr (SR).

Similar to the vector inner product given by Eqn. (1.4), we can define a tensor inner
product of two second-order tensors R and S, denoted by R : S, by

(R,S)=R:8S :=tr(R"S) =tr (RS") = tr (SR") = tr (S"R) = R;;S;;. (1.51)
We have the following useful property:
R:(ST)=(S"R): T = (RT"): S =(TR"): S, (1.52)
since

R:(ST)=tr(ST)"R=trT"(S"R) = (S"R): T = (R'S) : T"
=tr ST(RT") = (RT"): S = (TR") : S".

The second equality in Eqn. (1.48b) follows by taking the trace of either side of Eqn. (1.45).

12



Introduction to Tensors 1.2. SECOND-ORDER TENSORS

From Eqn. (1.48¢), it can be seen that

detI =1, (1.53a)
det T = det T7, (1.53b)
det(aT) = o’ det T, (1.53c)
det(RS) = (det R)(det S) = det(SR), (1.53d)
det(R+S)=det R+cof R: S+ R:cof S +detS. (1.53e)
By using Eqns. (1.15), (1.48¢c) and (1.53b), we also have
qur(det T) = EijkEpT’qukr = EijkTpiquTrk- (154)
By choosing (p, q,r) = (1,2, 3) in the above equation, we get
det T = €. Ti1 TjoThs = €5 Thi 1215
Using Eqns. (1.42) and (1.54), we get
T(cof T)" = (cof T)"T = (det T)I. (1.55)

We now state the following important theorem without proof:

Theorem 1.2.1. Given a tensor T, there exists a nonzero vector n such that Tn = 0 if
and only if det T = 0.

1.2.4 Inverse of a tensor
The inverse of a second-order tensor T', denoted by T, is defined by

T'T =1, (1.56)
where I is the identity tensor. A characterization of an invertible tensor is the following:

Theorem 1.2.2. A tensor T is invertible if and only if det T # 0. The inverse, if it exists,
1S UNLQUE.

Proof. Assuming T exists, from Eqns. (1.53d) and (1.56), we have (det T)(det T™') = 1,
and hence det T # 0.

Conversely, if det T' # 0, then from Eqn. (1.55), we see that at least one inverse exists,
and is given by

1
T ' = detT(cof T)". (1.57)

Let ;' and T, ' be two inverses that satisfy T,'T = T, 'T = I, from which it follows that
(T7' —T,1)T = 0. Choose T to be given by the expression in Eqn. (1.57) so that, by
virtue of Eqn. (1.55), we also have TT," = I. Multiplying both sides of (T';' —T5;")T =0
by T,', we get T;' = T ", which establishes the uniqueness of T, ]

13



1.2. SECOND-ORDER TENSORS Introduction to Tensors

Thus, if T is invertible, then from Eqn. (1.55), we get
cof T = (det T)T . (1.58)
From Eqns. (1.55) and (1.57), we have
T'T=TT'=1 (1.59)
If T is invertible, we have
Tu=v < u=T'v, uwveV.

By the above property, T~ clearly maps vectors to vectors. Hence, to prove that T is a
second-order tensor, we just need to prove linearity. Let a,b € V be two arbitrary vectors,

and let w = T 'a and v = T~ 'b. Since I = T~ 'T, we have

I(au + fv) = T 'T(au + fv)
=T YT (au + Bv))
=T '[aTu + TV
=T '(aa + Bb),

which implies that
T '(aa+Bb) =aT 'a+ BT 'b Va,bcV and a,f cR.
The inverse of the product of two invertible tensors R and S is
(RS)'=8S"'R, (1.60)
since the inverse is unique, and
ST'R'RS=S"'IS=S5""'S=1

Similarly, if T is invertible, then T is invertible since det T? = det T' # 0. The inverse of

the transpose is given by
(Th)~t = (T, (1.61)

since

(T H'T" = (1T "Y' =1" =1
Hence, without fear of ambiguity, we can write
T*T — (TT>_1 — (Tfl)T‘

From Eqn. (1.61), it follows that if T € Sym, then T"' € Sym.

14
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1.2.5 Eigenvalues and eigenvectors of tensors

If T is an arbitrary tensor, a vector m is said to be an eigenvector of T if there exists A
such that
Tn = \n. (1.62)

Writing the above equation as (T'— AI)n = 0, we see from Theorem 1.2.1 that a nontrivial
eigenvector n exists if and only if

det(T'— \I) = 0.

This is known as the characteristic equation of T'. Using Eqn. (1.53e), the characteristic
equation can be written as

N LN 4 LA —1;=0, (1.63)

where I, I and I3 are the principal invariants given by Eqns. (1.48). Since the principal
invariants are real, Eqn. (1.63) has either one or three real roots. If one of the eigenvalues
is complex, then it follows from Eqn. (1.62) that the corresponding eigenvector is also
complex. By taking the complex conjugate of both sides of Eqn. (1.62), we see that the
complex conjugate of the complex eigenvalue, and the corresponding complex eigenvector
are also eigenvalues and eigenvectors, respectively. Thus, eigenvalues and eigenvectors, if
complex, occur in complex conjugate pairs. If A\;, Ay, A3 are the roots of the characteristic
equation, then from Eqns. (1.48) and (1.63), it follows that

Il =trT = T11 +T22 +T33,

== )\1 + )\2 -+ )\3, (164&)
1 Ty, T Thy T VAT
L =trecof T == [(tr T)* — tr (T?)] = e 2o o
2 T21 T22 T32 T33 T31 T33
- )\1)\2 + )\2)\3 + )\1)\3, (164b)

1
Iy = det(T) = 5 [(trT)? = 3(tr T) (tr T?) + 2tr T°] = €55 T TjoThs
= M Ao)s, (1.64c)
where |.| denotes the determinant. The set of eigenvalues {Aj, Ao, A3} is known as the
spectrum of T'. The expression for the determinant in Eqn. (1.64¢) is derived in Eqn. (1.66)
below.

If )\ is an eigenvalue, and n is the associated eigenvector of T', then A\? is the eigenvalue
of T?, and n is the associated eigenvector, since

T?n =T(Tn) = T(An) = \Tn = \’n.

15



1.2. SECOND-ORDER TENSORS Introduction to Tensors

In general, \" is an eigenvalue of T" with associated eigenvector n. The eigenvalues of T
and T are the same since their characteristic equations are the same.
An extremely important result is the following:

Theorem 1.2.3 (Cayley—Hamilton Theorem). A tensor T' satisfies an equation having the
same form as its characteristic equation, i.e.,

T - LT°+ LT - I =0 VT. (1.65)
Proof. Multiplying Eqn. (1.45) by T, we get
(cof T)'T = LT — LT + T°.
Since by Eqn. (1.55), (cof T)TT = (det T)I = 31, the result follows. O

By taking the trace of both sides of Eqn. (1.65), and using Eqn. (1.48b), we get

detT = — [(tr T)* — 3(tr T) (tr T?) + 2tr T?] . (1.66)

1

6

From the above expression and the properties of the trace operator, Eqn. (1.53b) follows.
We have

Ni=0,i=123 & Ipr =0 < tr(T) =tr (T?) = tr (T°) = 0. (1.67)

The proof is as follows. If all the invariants are zero, then from the characteristic equation

given by Eqn. (1.63), it follows that all the eigenvalues are zero. If all the eigenvalues

are zero, then from Eqns. (1.64), it follows that all the principal invariants Zr are zero.

If tr (T) = tr (T?) = tr (T?) = 0, then again from Eqns. (1.64) it follows that the prin-

cipal invariants are zero. Conversely, if all the principal invariants are zero, then all the

eigenvalues are zero from which it follows that tr TV = 2?21 )\g , j =1,2,3 are zero.
Consider the second-order tensor u ® v. By Eqn. (1.42), it follows that

cof (u ®@v) =0, (1.68)

so that the second invariant, which is the trace of the above tensor, is zero. Similarly,
on using Eqn. (1.48c), we get the third invariant as zero. The first invariant is given by
u - v. Thus, from the characteristic equation, it follows that the eigenvalues of u @ v are
(0,0,u - v). If w and v are perpendicular, u ® v is an example of a nonzero tensor all of
whose eigenvalues are zero.

16
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1.3 Skew-Symmetric Tensors

Let W € Skw and let w,v € V. Then
(u, Wv) = (WTu,v) = —(Wu,v) = —(v, Wu). (1.69)

On setting v = u, we get
(u, Wu) = —(u, Wu),

which implies that

(u, Wu) = 0. (1.70)
Thus, Wu is always orthogonal to u for any arbitrary vector w. By choosing u = e;
and v = e;, we see from the above results that any skew-symmetric tensor W has only
three independent components (in each coordinate frame), which suggests that it might
be replaced by a vector. This observation leads us to the following result (which we state
without proof):

Theorem 1.3.1. Given any skew-symmetric tensor W, there exists a unique vector w,
known as the axial vector or dual vector, corresponding to W such that

Wu=wxu YVuecV. (1.71)

Conversely, given any vector w, there exists a unique skew-symmetric second-order tensor

W such that Eqn. (1.71) holds.

Note that Wu = 0 if and only if w = aw, a € R. This result justifies the use of the
terminology ‘axial vector’ used for w. Also note that by virtue of the uniqueness of w, the
vector aw, a € R, is a one-dimensional subspace of V.

By choosing u = e; and taking the dot product of both sides with e;, Eqn. (1.71) can
be expressed in component form as

Wij = —€ijrwy,
1 (1.72)
w; = _§€ijijk-
More explicitly, if w = (wy, ws, w3), then
0 —Ws Wao
W = W3 0 —W
—W2 w1 0

From Eqn. (1.72), it follows that W : W = —tr (W?) = 2w - w. Since tr W = tr W' =
—tr W and detW = det WT = —det W, we have tr W = det W = 0. The second
invariant is given by Iy = [(tr W) — tr (W?)]/2 = (W : W)/2 = w - w. Thus, from
the characteristic equation, we get the eigenvalues of W as (0,4 |w|, —i |w]|). By virtue of
Eqn. (1.71), the zero eigenvalue obviously corresponds to the eigenvector w/ |w|

17
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1.4 Orthogonal Tensors

A second-order tensor Q is said to be orthogonal if QT = Q7!, or, alternatively by
Eqn. (1.59), if

Q'Q=QQ" =1, (1.73)
where I is the identity tensor.

Theorem 1.4.1. A tensor Q is orthogonal if and only if it has any of the following prop-
erties of preserving inner products, lengths and distances:

(Qu,Qv) = (u,v) Yu,v eV, (1.74a)
IQu| = |u| YuelV, (1.74Db)
IQu — Qu|=|u—v| VYu,velV. (1.74c)

Proof. Assuming that @ is orthogonal, Eqn. (1.74a) follows since
(Qu,Qv) = (Q"Qu,v) = (Tu,v) = (u,v) Yu,v V.
Conversely, if Eqn. (1.74a) holds, then
0= (Qu,Qv) — (u,v) = (u,Q'Qv) — (u,v) = (u,(Q'Q — Iv) Yu,veV,

which implies that Q" Q = I (by Eqn. (1.21)), and hence Q is orthogonal.
By choosing v = u in Eqn. (1.74a), we get Eqn. (1.74b). Conversely, if Eqn. (1.74b)
holds, i.e., if (Qu,Qu) = (u,u) for all w € V, then

(QTQ — Nu,u) =0 Yu€eV,

which, by virtue of Theorem 1.5.3, leads us to the conclusion that @ € Orth.
By replacing u by (u — v) in Eqn. (1.74b), we obtain Eqn. (1.74c), and, conversely, by
setting v to zero in Eqn. (1.74c), we get Eqn. (1.74b). O

As a corollary of the above results, it follows that the ‘angle’ between two vectors u
and v, defined by 0 := cos™}(u - v)/(|u| |v|), is also preserved. Thus, physically speaking,
multiplying the position vectors of all points in a domain by Q corresponds to rigid body
rotation of the domain about the origin.

From Eqns. (1.53b), (1.53d) and (1.73), we have det @ = =£1. Orthogonal tensors
with determinant +1 are said to be proper orthogonal or rotations (henceforth, this set is
denoted by Orth™). For Q € Orth™, using Eqn. (1.58), we have

cof Q = (det Q)Q " = Q, (1.75)
so that by Eqn. (1.44),
Q(u X v)=(Qu) X (Quv) Yu,velV. (1.76)

A characterization of a rotation is as follows:

18
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Theorem 1.4.2. Let {e;, e, e3} and {e}, e;, e} be two orthonormal bases. Then
Q:él®€>{+é2®€;+é3®8§,
1 a proper orthogonal tensor.

Proof. 1f {€;, ey, e3} and {e}, e}, ei} are two orthonormal bases, then

QR =, Re +e, Qe +esRelllel ®e +es®eé; + el ® és)

—e®et+eQe+e;® es) (by Eqn. (1.38))
=1, (by Eqn. (1.35))
It can be shown that det Q@ = 1. ]

If {e;} and {e;} are two sets of orthonormal basis vectors, then they are related as
e, =Q%;, i=1,23, (1.77)

where QQ = e, ® ey, is a proper orthogonal tensor by virtue of Theorem 1.4.2. The compo-
nents of @ with respect to the {e;} basis are given by Q;; = e; - (e, Q ex)e; = dpe; - e; =
e;-e;. Thus, if € and e are two unit vectors, we can always find @ € Orth* (not necessarily
unique), which rotates € to e, i.e., e = Qe. Let u and v be two vectors. Since u/ |u| and
v/ |v] are unit vectors, there exists @ € Orth™* such that

= ()

Thus, if w and v have the same magnitude, i.e., if |u| = |v], then there exists Q € Orth™
such that u = Quv.

We now study the transformation laws for the components of tensors under an orthog-
onal transformation of the basis vectors. Let e; and e; represent the original and new
orthonormal basis vectors, and let @ be the proper orthogonal tensor in Eqn. (1.77). From
Eqn. (1.6), we have

e; = (& - ej)e; = Qye;, (1.784a)
e; = (€; - €)€; = Q€. (1.78D)

Using Eqn. (1.5) and Eqn. (1.78a), we get the transformation law for the components of a
vector as

T)i =" éi =" (Qijej) = Qijv . ej = Qijvj- (179)
In a similar fashion, using Eqn. (1.25), Eqn. (1.78a), and the fact that a tensor is a linear
transformation, we get the transformation law for the components of a second-order tensor
as
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e2

elbar

}9

el

Fig. 1.1: Example of a coordinate system obtained from an existing one by a rotation about
the 3-axis.

Conversely, if the components of a matrix transform according to Eqn. (1.80), then they
all generate the same tensor. To see this, let T' = T;;e; ® e; and T' = T,,,,€,, ® €,,. Then

T="T,e Qe
= QimQjnTmne; @ e
= Tn(Qimei) ® (Qjn€;)
=Tonem ® e, (by Eqn. (1.78b))
=T.

We can write Eqns. (1.79) and (1.80) as

[v] = Q] (1.81)
[T] = Q[T)Q". (1.82)
where [v] and [T represent the components of the vector v and tensor T, respectively,

with respect to the €; coordinate system. Using the orthogonality property of Q, we can
write the reverse transformations as

[v] = Q"[v], (1.83)
[T] = Q" [T]Q. (1.84)
As an example, the @ matrix for the configuration shown in Fig. 1.1 is
e cosf sinf 0
Q= |ey| = |—sinf cosf 0
es 0 0 1

From Eqn. (1.82), it follows that

det([T] — M) = det(Q[T|Q™ — \I)
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= det(Q[T)Q" — 2QQ")

= (det Q) det([T] — AI)(det QT)
= det(QQT) det([T] — M)

= det([T] — ),

which shows that the characteristic equation, and hence the principal invariants Iy, I, and
I3 of [T] and [T] are the same. Thus, although the component matrices [T] and [T] are
different, their trace, second invariant and determinant are the same, and hence the term
inwvariant is used for them.

The only real eigenvalues of Q € Orth can be either +1 or —1, since if A and n denote
the eigenvalue and eigenvector of @, i.e., Qn = An, then

(n,n) = (Qn,Qn) = \(n,n),

which implies that (n,n)(A\> —1) = 0. If A and n are real, then (n,n) # 0 and A = +1,
while if A is complex, then (n,n) = 0. Let A and 7 denote the complex conjugates of A
and n, respectively. To see that the complex eigenvalues have a magnitude of unity observe
that AA(fe, n) = (Qn, Qn) = (R, n), which implies that A\ = 1 since (7, n) # 0.

If R # I is a rotation, then the set of all vectors e such that

Re=c¢e (1.85)

forms a one-dimensional subspace of V' called the azis of R. To prove that such a vector
always exists, we first show that 41 is always an eigenvalue of R. Since det R = 1,

det(R — I) = det(R — RR") = (det R) det(I — R") = det(I — R")”
=det(I — R) = —det(R —I),

which implies that det(R — I) = 0, or that +1 is an eigenvalue. If e is the eigenvector
corresponding to the eigenvalue +1, then Re = e.

Conversely, given a vector w, there exists a proper orthogonal tensor R, such that
Rw = w. To see this, consider the family of tensors

1 1
R(w,a) =T+ —sinaW + —(1 — cosa) W?, (1.86)
|w |w]
where W is the skew-symmetric tensor with w as its axial vector, i.e., Ww = 0. Using
the Cayley-Hamilton theorem, we have W3 = — \w[z W, from which it follows that W* =
— |w|* W2, Using this result, we get
sin «v (1 —cosa)

W+ 5 W‘Z] {I+
|w] |w

sin « 1 —cosa
W+(—2>

w?| =1.
|w] |w]

R'R=|I-
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Since R has now been shown to be orthogonal, det R = +1. However, since det[R(w,0)] =
detI = 1, by continuity, we have det[R(w,a)] = 1 for any «. Thus, R is a proper
orthogonal tensor that satisfies Rw = w. It is easily seen that Rw = w. Essentially, R
rotates any vector in the plane perpendicular to w through an angle a.

1.5 Symmetric Tensors

In this section, we examine some properties of symmetric second-order tensors. We first
discuss the properties of the principal values (eigenvalues) and principal directions (eigen-
vectors) of a symmetric second-order tensor.

1.5.1 Principal values and principal directions

We have the following result:

Theorem 1.5.1. Every symmetric tensor S has at least one principal frame, i.e., a right-
handed triplet of orthogonal principal directions, and at most three distinct principal values.
The principal values are always real. For the principal directions three possibilities exist:

e [f all the three principal values are distinct, the principal azes are unique (modulo
sign reversal).

o [f two eigenvalues are equal, then there is one unique principal direction, and the
remaining two principal directions can be chosen arbitrarily in the plane perpendicular
to the first one, and mutually perpendicular to each other.

o [f all three eigenvalues are the same, then every right-handed frame is a principal

frame, and S is of the form S = A\I.

The components of the tensor in the principal frame are

A0 0
S =10 X 0]. (1.87)
0 0 A3
Proof. We seek A and m such that
(S—A)n=0. (1.88)
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But this is nothing but an eigenvalue problem. For a nontrivial solution, we need to satisfy
the condition that
det(S — A\I) =0,

or, by Eqn. (1.63),
N — LA+ LA~ I3 =0, (1.89)

where [, I and I3 are the principal invariants of S.

We now show that the principal values given by the three roots of the cubic equation
Eqn. (1.89) are real. Suppose that two roots, and hence the eigenvectors associated with
them, are complex. Denoting the complex conjugates of A and n by A and n, we have

Sn = A\n, (1.90a)

Sh = \n, (1.90D)

where Eqn. (1.90b) is obtained by taking the complex conjugate of Eqn. (1.90a) (S being

a real matrix is not affected). Taking the dot product of both sides of Eqn. (1.90a) with
n, and of both sides of Eqn. (1.90b) with n, we get

n-Sn=>n-n, (1.91)

n-Sh =M -n. (1.92)

Using the definition of a transpose of a tensor, and subtracting the second relation from
the first, we get

~

ST™h-n—n-Sn=0N\-\n-n. (1.93)
Since S is symmetric, ST = S, and we have
A=Mn-n=0.

Since n-n # 0, A = ), and hence the eigenvalues are real.

The principal directions ny, ns and mg, corresponding to distinct eigenvalues Ai, Ao
and A3, are mutually orthogonal and unique (modulo sign reversal). We now prove this.
Taking the dot product of

Sn1 = /\1”1, (194)
Sng = )\Q’ng, (195)

with ny and ny, respectively, and subtracting, we get
0= (/\1 - /\2)7?4 "N,

where we have used the fact that S being symmetric, n, - Sn; —ny - Sny = 0. Thus, since
we assumed that A\; # A9, we get ny L no. Similarly, we have ny 1 ng and n; L ngz. If ng
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satisfies Sm; = A\;nq, then we see that —n also satisfies the same equation. This is the only
other choice possible that satisfies Sn; = A\yn;. To see this, let r1, 5 and 73 be another
set of mutually perpendicular eigenvectors corresponding to the distinct eigenvalues Ay, Ay
and A3. Then r; has to be perpendicular to not only 75 and 73, but to n, and n3 as well.
Similar comments apply to rs and r3. This is only possible when r{ = +ny, ro = £n,
and r3 = +ng3. Thus, the principal axes are unique modulo sign reversal.

To prove that the components of S in the principal frame are given by Eqn. (1.87),
assume that mn;, mg, ms have been normalized to unit length, and then let e] = my,
e5 = ny and e} = n3. Using Eqn. (1.25), and taking into account the orthonormality of e}
and e}, the components S}; and ST, are given by

*

* * * *
1 =e]-Sel =e]-(\e]) =\,

* sk * % *\
1y =e€]-Se;=-e]-(\e;)=0.

Similarly, on computing the other components, we see that the matrix representation of S
with respect to e* is given by Eqn. (1.87).

If there are two repeated roots, say, Ao = A3, and the third root A\; # Ay, then let e}
coincide with m4, so that Se] = A\je]. Choose e; and ej such that ej-ej form a right-
handed orthogonal coordinate system. The components of S with respect to this coordinate
system are

MO0
S =10 S5 Sl - (1.96)
0 S35 S5

By Eqn. (1.64), we have
5o T 533 = 2X,
M85 + (532533 — ( ;3)2) + AiSg3 = 2M A2 + >‘37 (1.97)
A1 [ ;2 §3 - ( 53)2} = Al)‘%
Substituting for \s from the first equation into the second, we get
( 22— :3:3)2 - _4( 53)2-

Since the components of S are real, the above equation implies that S3; = 0 and Ay =
5y = S33. This shows that Eqn. (1.96) reduces to Eqn. (1.87), and that Sej = Sj,el +
so€s + Si.el = \el and Sel = A€l (thus, e} and e} are eigenvectors corresponding to

the eigenvalue \y). However, in this case the choice of the principal frame e* is not unique,

since any vector lying in the plane of e} and e}, given by n* = c;e} + cyej where ¢; and

o are arbitrary constants, is also an eigenvector. The choice of e} is unique (modulo sign

reversal), since it has to be perpendicular to e5 and e}. Though the choice of e} and e} is
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not unique, we can choose ej and ej arbitrarily in the plane perpendicular to e}, and such
that e5 L e;.

Finally, if Ay = Ay = A3 = A, then the tensor S is of the form S = AI. To show
this choose ej—ej, and follow a procedure analogous to that in the previous case. We now
get S3, = S3; = X and S5; = 0, so that [S*] = AI. Using the transformation law for
second-order tensors, we have

[S]=Q'[S"]Q =2Q"Q =L

Thus, any arbitrary vector m is a solution of Sn = An, and hence every right-handed frame
is a principal frame. O

As a result of Eqn. (1.87), we can write

3
S = Z Aiel @ el = \el ® el + \e; ® e+ \ze; R es, (1.98)
i=1
which is called as the spectral resolution of S. The spectral resolution of S is unique since
e If all the eigenvalues are distinct, then the eigenvectors are unique, and consequently
the representation given by Eqn. (1.98) is unique.

e If two eigenvalues are repeated, then, by virtue of Eqn. (1.35), Eqn. (1.98) reduces to
S =\e; Qe+ \e;Qes+ \e; e
=Me;®e]+ (I —e] Qel), (1.99)

from which the asserted uniqueness follows, since ej is unique.

e If all the eigenvalues are the same then S = AI.
The Cayley-Hamilton theorem (Theorem 1.2.3) applied to S € Sym yields
S* —1,8* + 1,S — Is1 = 0. (1.100)

We have already proved this result for any arbitrary tensor. However, the following simpler

proof can be given for symmetric tensors. Using Eqn. (1.38), the spectral resolutions of S,
S? and S? are

S =XMe] Qe+ e, Re;+ \se; R e;,
S? = )Mel ®el+ \es Qe+ \e; ® e}, (1.101)
S% = Mel®el + \es Qe+ Nei Qe
Substituting these expressions into the left-hand side of Eqn. (1.100), we get
LHS = (A2 — IA\T 4+ LA — B)(ef ®el) + (A3 — [\ + L) — I3) (e @ e3)
+ (N5 = L3+ LAz — I)(e; ®el) =0,
since A3 — IL1\? + LA\, — I3 = 0 for i = 1,2,3.
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1.5.2 Positive definite tensors and the polar decomposition
A second-order symmetric tensor S is positive definite if
(u,Su) >0 Vu €V with (u,Su) =0 if and only if u = 0.

We denote the set of symmetric, positive definite tensors by Psym. Since by virtue of
Eqn. (1.30), all tensors T' can be decomposed into a symmetric part T, and a skew-
symmetric part T'ss, we have

(u,Tu) = (u, Tsu) + (u, Tssu),
= (U’v Tsu)>

because (u,Tssu) = 0 by Eqn. (1.70). Thus, the positive definiteness of a tensor is decided
by the positive definiteness of its symmetric part. In Theorem 1.5.2, we show that a
symmetric tensor is positive definite if and only if its eigenvalues are positive. Although
the eigenvalues of the symmetric part of T should be positive in order for T" to be positive
definite, positiveness of the eigenvalues of T itself does not ensure its positive definiteness
as the following counterexample shows. If T = [(1) _110], then T is not positive definite
since u - Tu < 0 for w = (1,1), but the eigenvalues of T are (1,1). Conversely, if T is
positive definite, then by choosing u to be the real eigenvectors n of T, it follows that its

real eigenvalues A = (n - T'n) are positive.

Theorem 1.5.2. Let S € Sym. Then the following are equivalent:
1. S s positive definite.
2. The principal values of S are strictly positive.

3. The principal invariants of S are strictly positive.

Proof. We first prove the equivalence of (1) and (2). Suppose S is positive definite. If A and
n denote the principal values and principal directions, respectively, of S, then Sn = An,
which implies that A = (n, Sn) > 0 since n # 0.

Conversely, suppose that the principal values of S are greater than 0. Assuming that
e}, e; and e} denote the principal axes, the representation of S in the principal coordinate
frame is (see Eqn. (1.98))

S =XMel Qe+ \e;Re;+ \se; R e;.
Then
Su = (\e] Qe] + e;Re;+ \e; R es)u
= Ai(er - u)e] + Aa(e; - u)e; + As(e; - ujey

= \uje] + \uzes + Azuzes,
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and
(u, Su) =u-Su= Al(u’{)Q + )\2(u§)2 + /\3(u§)2, (1.102)

which is greater than or equal to zero since \; > 0. Suppose that (u, Su) = 0. Then by
Eqn. (1.102), u; = 0, which implies that u = 0. Thus, S is a positive definite tensor.

To prove the equivalence of (2) and (3), note that, by Eqn. (1.64), if all the principal
values are strictly positive, then the principal invariants are also strictly positive. Con-
versely, if all the principal invariants are positive, then I3 = A\ AyA3, is positive, so that
all the \; are nonzero in addition to being real. Each \; has to satisfy the characteristic
equation

N LN+ L\ —13=0, i=1,23.

If \; is negative, then, since Iy, I, I3 are positive, the left-hand side of the above equation
is negative, and hence the above equation cannot be satisfied. We have already mentioned
that \; cannot be zero. Hence, each \; has to be positive. O

Theorem 1.5.3. For S € Sym,
(u,Su) =0 YueclV,
if and only if S = 0.

Proof. If S = 0, then obviously, (u,Su) = 0. Conversely, using the fact that S =

S el ® el we get
3
0= (u,Su) = Z&(uf)z V.

=1

Choosing u such that u} # 0, u; = uj = 0, we get \; = 0. Similarly, we can show that
Ay =X =0,s0 that § =37  Ne; ®e; =0. 0

Theorem 1.5.4. If S € Psym, then there exists a unique H € Psym, such that H? :=
HH = S. The tensor H is called the positive definite square root of S, and we write

H=/S.

Proof. Before we begin the proof, we note that a positive definite, symmetric tensor can
have square roots that are not positive definite. For example, diag[1, —1, 1] is a non-positive
definite square root of I. Here, we are interested only in those square roots that are positive
definite.

Since

3
S=> \e Qe

1=1
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is positive definite, by Theorem 1.5.2; all \; > 0. Define

3
H:=> /e Qe (1.103)
=1

Since the {e}} are orthonormal, it is easily seen that HH = S. Since the eigenvalues of H

given by v/); are all positive, H is positive definite. Thus, we have shown that a positive

definite square root tensor of S given by Eqn. (1.103) exists. We now prove uniqueness.
With A and n denoting the principal value and principal direction of S, we have

0=(S—\)n
= (H?* - \)n
= (H +V)(H —VI)n.
Calling (H — v/ AI)n = n, we have
(H +V\)a =0.

This implies that 7 = 0. For, if not, —/\ is a principal value of H, which contradicts the
fact that H is positive definite. Therefore,

(H —vVXI)n = 0;

i.e., n is also a principal direction of H with associated principal values vVA. If H = /S,
then it must have the form given by Eqn. (1.103) (since the spectral decomposition is
unique), which establishes its uniqueness. O]

Now we prove the polar decomposition theorem.

Theorem 1.5.5 (Polar Decomposition Theorem). Let F' be an invertible tensor. Then, it
can be factored in a unique fashion as

F=RU=VR,

where R is an orthogonal tensor, and U, V are symmetric and positive definite tensors.
One has

I
ﬁ
S

B

I

®
B
=

U
|4
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Proof. The tensor FT F is obviously symmetric. It is positive definite since
(u, FTFu) = (Fu, Fu) > 0,

with equality if and only if w = 0 (Fu = 0 implies that w = 0, since F' is invertible).
Let U = VFTF. U is unique, symmetric and positive definite by Theorem 1.5.4. Define
R = FU™ ', so that F = RU. The tensor R is orthogonal, because

R'R=(FU Y (FU™)
=U"F'FU!
= U YF'F)U™" (since U is symmetric)
U ' (vu)yu!
=1.

Since det U > 0, we have det U ' > 0. Hence, det R and det F' have the same sign. Usu-
ally, the polar decomposition theorem is applied to the deformation gradient F' satisfying
det F' > 0. In such a case det R =1, and R is a rotation.

Next,let V=FUF '=FR '=RUR ' = RUR". Thus, V is symmetric since U
is symmetric. V' is positive definite since

(u,Vu) = (u, RUR u)
(R"u,UR"u)
0,

v

with equality if and only if u = 0 (again since R” is invertible). Note that FF? = VV =
V2, sothat V= VFFT.

Finally, to prove the uniqueness of the polar decomposition, we note that since U is
unique, R = FU ! is unique, and hence so is V. O

Let (A, ef) denote the eigenvalues/eigenvectors of U. Then, since VRe! = RUe; =
Ai(Re}), the pairs ()\;, f7), where f, = Re; are the eigenvalues/eigenvectors of V.. Thus,
F and R can be represented as

3 3 3
F =RU = RZ)\ief Rel = Z)\Z—(Re;‘) RKel = Z)\iﬁ K e, (1.104a)
i=1 i=1 i=1
3 3
R=RI=R) e;Qe =) (Re))®e;=> fi®e]. (1.104b)
i=1 i i=1
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1.6 Singular Value Decomposition (SVD)

Once the polar decomposition is known, the singular value decomposition (SVD) can be
computed for a matrix of dimension n using Eqn. (1.104) as

F = (i.ﬁ ®€i> (i)\iei ®€i> <iei®e?>
i=1 =1 =1
= PAQ", (1.105)

where {e;} denotes the canonical basis, and

A = diag[\r, ..., M\, (1.106a)

Q= Zef Re; = [e*{ | e | ... | e, (1.106b)
i=1

P = RQ. (1.106c)

The \;, © = 1,2,...,n, are known as the singular values of F'. Note that P and Q are
orthogonal matrices. The singular value decomposition is not unique. For example, one
can replace P and Q by —P and —@. The procedure for finding the singular value
decomposition of a nonsingular matrix is as follows:

1. Find the eigenvalues/eigenvectors (A2, e), i = 1,...,n, of F'F. Construct the

PRI}

square root U = Y7 Mef ® e, and its inverse U ' = >7 | el ®e;
2. Find R=FU".
3. Construct the factors P, A and Q in the SVD as per Eqns. (1.106).

While finding the singular value decomposition, it is important to construct P as RQ
since only then is the constraint fI = Re; met. One should not try and construct P
independently of Q using the eigenvectors of FFT directly. This will become clear in the
example below.

To find the singular decomposition of

0 10
F=|-110 0],
0 O

we first find the eigenvalues/eigenvectors (A2, e!) of FTF = I. We get the eigenvalues \;

17 71

as (1,1,1), and choose the corresponding eigenvectors {e;} as e, es and e3, where {e;}
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denotes the canonical basis, so that Q = [el | e | 63] = 1I. Since U = Z?:l Ael ®

e = I, weget R=FU ' =F. Lastly, find P = RQ = F. Thus the factors in the
singular value decomposition are P = F, A = I and Q = I. The factors P =1, A =1
and Q = F7T are also a valid choice corresponding to another choice of Q. This again
shows that the SVD is nonunique.

Now we show how erroneous results can be obtained if we try to find P independently of
Q using the eigenvectors of FFT. Assume that we have already chosen Q = I as outlined
above. The eigenvalues of FF” = I are again {1,1,1} and if we choose the corresponding
eigenvectors {f7} as {e;}, then we see that we get the wrong result P = I, because we
have not satisfied the constraint f; = Re].

Now we discuss the SVD for a singular matrix, where U is no longer invertible (but
still unique), and R is nonunique. First note that from Eqn. (1.104a), we have

Fe; = \f. (1.107)
The procedure for finding the SVD for a singular matrix of dimension n is

1. Find the eigenvalues/eigenvectors (\2,e’), i = 1,...,n, of F'F. Let m (where

19 71

m < n) be the number of nonzero eigenvalues \;.

*
79

2. Find the eigenvectors f;, ¢« = 1,...,m, corresponding to the nonzero eigenvalues

using Eqn. (1.107).

3. Find the eigenvectors (ef, f7), i =m+1,...,n, of FTF and FF” corresponding to
the zero eigenvalues.

4. Construct the factors in the SVD as

A = diag[\, ..., A\, (1.108)
Qz[e’{ | es | ... | e;}, (1.109)
P=fi | £l .| fi]. (1.110)

Obviously, the above procedure will also work if F' is nonsingular, in which case m = n,
and Step (3) in the above procedure is to be skipped.
As an example, consider finding the SVD of

0
F=1|-10 0],
0 0
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The eigenvalues/eigenvectors of FTF are (1,1,0) and e = ey, e5 = e, and e} = e3. The
eigenvectors f7, i = 1,2, corresponding to the nonzero eigenvalues are computed using
Eqn. (1.107), and are given by

The eigenvectors (e, f5) corresponding to the zero eigenvalue of F'F are (es, es). Thus,
the SVD is given by

0 1 00|t oo

F=|-10 01 0[]010

0 000|001

As another example,

111 Lol L B0 [s -5 L1
Vi v V6 Vi VI 6
_ |1 2 1 2
11 1|=|% 0 —-2ll000f|H 0 —-Z
1 1 1 1 1 1
L1 s 5 wl0 005 5 &

Some of the properties of the SVD are

1. The rank of a matrix (number of linearly independent rows or columns) is equal to
the number of non-zero singular values.

2. From Eqn. (1.105), it follows that det F' is nonzero if and only if det A = I | \; is
nonzero. In case det F' is nonzero, then F~! = QA P7.

3. The condition number A;/\, (assuming that \; > Ay > ... > \,) is a measure
of how ill-conditioned the matrix F' is. The closer this ratio is to one, the better
the conditioning of the matrix is. The larger this value is, the closer F' is to being
singular. For a singular matrix, the condition number is co. For example, the matrix
diag[107%,107®] is not ill-conditioned (although its eigenvalues and determinant are
small) since its condition number is 1! The SVD can be used to approximate F~! in
case F' is ill-conditioned.

4. Following a procedure similar to the above, the SVD can be found for a non-square
matrix F', with the corresponding A also non-square.
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1.7 Differentiation of Tensors

The gradient of a scalar field ¢ is defined as

9¢

Similar to the gradient of a scalar field, we define the gradient of a vector field v as

8?&‘

Vo), = o

( ’U) J 837]’
Thus, we have

(%,-
Vv = a_xjei ® €;.
The scalar field
avi 81)2‘ 8vi 81)1‘
V-v=trVv= 8[L'jtr (61' ® Ej) = a_xjei c €5 = 8_%51] = a_{L‘Z-7 (1111)

is called the divergence of v.
The gradient of a second-order tensor T is a third-order tensor defined in a way similar
to the gradient of a vector field as

oT};

VT =
8xk

€i®€j®€k.

The divergence of a second-order tensor T, denoted as V - T, is defined as

oT;,;
€;.
393]-

V.-T=

The curl of a vector v, denoted as V X v, is defined by
(Vxv)Xu:=[Vv— (Vv)lu YucV. (1.112)

Thus, V X v is the axial vector corresponding to the skew tensor [Vv — (Vv)?]. In
component form, we have

8vk
V Xv= eijk(va)kjei = €jjk 73— €;-

3xj
The curl of a tensor T, denoted by V X T, is defined by

0T
V X Tzeirsﬁei®8j- (1113)
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The Laplacian of a scalar function ¢(x) is defined by
V3¢ :=V - (Vo). (1.114)
In component form, the Laplacian is given by

8¢
2 =

If V2¢ =0, then ¢ is said to be harmonic.
The Laplacian of a tensor function T'(z), denoted by V*T', is defined by

0*T,;
°T);; = L
(V )U 8$ka$k

1.7.1 Examples

Although it is possible to derive tensor identities involving differentiation using the above

definitions of the operators, the proofs can be quite cumbersome, and hence we prefer to

use indicial notation instead. In what follows, u and v are vector fields, and V = %ei

(this is to be interpreted as the ‘del’ operator acting on a scalar, vector or tensor-valued
field, e.g., Vo = g—iei):

1. Show that
VX V¢=0. (1.115)

2. Show that )
§V(u cu) = (Vu) u. (1.116)

3. Show that V - [(Vu)v] = (Vu)! : Vo +v - [V(V - u)l.
4. Show that

V- (Vu)! =V(V-u), (1.117a)
Vu: =V - (Vu)=V(V-u) -V x (VX u). (1.117b)

From Eqns. (1.117a) and (1.117b), it follows that
V [(Vu) = (Vu)l]= -V x (V X u).

From Eqn. (1.117b), it follows that if V-u = 0 and V X u = 0, then V?u = 0, i.c.,
u is harmonic.
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5. Show that V- (u X v) =v-(V X u) —u-(V X v).
6. Let W € Skw, and let w be its axial vector. Then show that

V-W=-VXw,

VXW= (V- -w)l-Vw. (1.118)

Solution:

1. Consider the ith component of the left-hand side:

_. Fo

-k Ox;j0xy,
2

= Gikj% (interchanging j and k)
0?¢

00y

(V X V¢),

which implies that V x V¢ = 0.

2V(u u) 2 or, e; “Zaxj e;=(Vu)'u

3. We have

V - [(Vu)v] = V;((Vu)v),

_ 9 (Ou
N 81']‘ aml !

N 81)1‘ 8Uj 1w 82Uj

N 637]‘ 8ZEZ Vi (%ﬁx]

= (Vu)! : Vo+v-V(V-u).
8x]~
0

Ou,
(8%)

B Ou,
O (5_%>

V(V - u)];.

4. The first identity is proved as follows:

v (v, =L

—
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To prove the second identity, consider the last term

V X (V X u)=¢€;V;(V X u)e;
== Gijij(kanvmun)ei
o%u,,
— Eijkemnkmei
9%u,,

( imUYjn in ]m)azjaxmez
. 82Uj _ 82’&7; e
N 8@8:@ Oxjaxj ’

—V(V-u)— V- (Vu).

5. We have

J(u X v);
8337;
O (u;vk)
€ijk o,
Ou, vy,
= GikUk g + Cijhtlj
8Uj 8vk

= Gkijva - Gjikuj%
7

)

=v-(VXu)—u-(V Xx0v).

V. (uxXv)=

6. Using the relation W;; = —¢;;,wy, we have

awk
(V : W) = _ffz‘jka—%ei
=-V X w.
oW
(V X W)U = Gimnﬁ

ow,
= —€mn€inr 3
0T

ow,
= <6ij5mr - 6zr(5m])%

ow ow;
o
J a.’L’j

which is the indicial version of Eqn. (1.118).
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1.8 The Exponential Function

The exponential of a tensor T't (where T is assumed to be independent of ¢) can be defined
either in terms of its series representation as

1
et ::I+Tt+§(Tt)Q+---, (1.119)

or in terms of a solution of the initial value problem

X(t)=TX(t)=Xt)T, t>0, (1.120)
X(0) =1, (1.121)

for the tensor function X (¢), Note that the superposed dot in the above equation denotes
differentiation with respect to t. The existence theorem for linear differential equations
tells us that this problem has exactly one solution X : [0,00) — Lin, which we write in the
form

X (t) = e
From Eqn. (1.119), it is immediately evident that
T = (™7, (1.122)
and that if A € Lin is invertible, then ¢4 'B4) = A~ eP A for all B € Lin.
Theorem 1.8.1. For each t > 0, eTt belongs to Lin™, and
det(eTt) = lrT), (1.123)

Proof. 1f (\;t, m;) is an eigenvalue/eigenvector pair of T't, then from Eqn. (1.119), it follows
that (e, n;) is an eigenvalue/eigenvector pair of eT*. Hence, the determinant of eT*, which
is just the product of the eigenvalues, is given by

det(eTt) = I Mt = eXim At — (Tt
Since e > 0 for all ¢, eT* € Lin™. O
From Eqn. (1.123), it directly follows that
det(e?eB) = det(e?) det(eB) = " A" B = 1 (ATB) — (et (eATB),

We have
AB = BA — 478 = ¢4eB = Bet (1.124)
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However, the converse of the above statement may not be true. Indeed, if AB # BA,

one can have eAtB = 4 = ¢B = e4eB = BeA or e4eB = eATB £ ¢BeA or even
edeB = eBeA £ eATB,
As an application of Eqn. (1.124), since T and —T commute, we have ¢T~T = I =
eTe T, Thus,
(")t =eT (1.125)

In fact, one can extend this result to get
(eT)" ="V integer n.
For the exponential of a skew-symmetric tensor, we have the following theorem:
Theorem 1.8.2. Let W (t) € Skw for all t. Then eW'® is a rotation for each t > 0.

Proof. By Eqn. (1.125),

(BW(t))—l W) _ 6WT(t) _ (ew(t))T’

where the last step follows from Eqn. (1.122). Thus, e"® is a orthogonal tensor. By
Theorem 1.8.1, det(e"®)) = e"W® = ¢0 = 1 and hence e ® is a rotation. O

In the three-dimensional case, by using the Cayley-Hamilton theorem, we get W3(t) =
— |w(t)|* W (t), where w(t) is the axial vector of W (t). Thus, W(t) = — |w(t)|* W?(¢),
WO(t) = |w(t)|* W (t), and so on. Substituting these terms into the series expansion of the
exponential function, and using the representations of sine and cosine functions, we get!

[1 = cos(|lw(®)])]
[w(t)]’

sin(|w(t)|)

_ W
R(t) L+ =

W (t) + W2(t). (1.126)

Not surprisingly, Eqn. (1.126) has the same form as Eqn. (1.86) with a = |w(t)|.
Equation (1.126) is known as Rodrigues formula.

1Similarly, in the two-dimensional case, if

where 7y is a parameter which is a function of ¢, then

R(t) = eW® = cosy(t)I +

sin~y(t) | cosy(t)  siny(t)
~(t) Wi = [— siny(t) Cosy(t)]'
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The exponential tensor e for a symmetric tensor S is given by

k

ed = Ze’\iPi, (1.127)

=1

with P; = e; ® e given by

HJ 1's )\)\I’ -

I, k=1.

1.9 Divergence, Stokes’ and Localization Theorems

We state the divergence, Stokes’, potential and localization theorems that are used quite
frequently in the following development. The divergence theorem relates a volume integral
to a surface integral, while the Stokes’ theorem relates a contour integral to a surface
integral. Let S represent the surface of a volume V', n represent the unit outward normal
to the surface, ¢ a scalar field, u a vector field, and T a second-order tensor field. Then
we have

Divergence theorem (also known as the Gauss’ theorem)

/VngSdV:/SgbndS. (1.129)

Applying Eqn. (1.129) to the components w; of a vector u, we get

/V'udV:/u~ndS, (1.130)
S

/VXudV /nXudS,
/VudV /u@ndS.

Similarly, on applying Eqn. (1.129) to V - T', we get the vector equation
/ V-TdV:/TndS. (1.131)
1% s

Note that the divergence theorem is applicable even for multiply connected domains pro-
vided the surfaces are closed.
Stokes’ theorem
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Let C' be a contour, and S be the area of any arbitrary surface enclosed by the contour C'
Then

j{cu-dm:/S(VXu)-ndS, (1.132)

7{ u X dx = / (V- u)n — (Vu)'n] ds. (1.133)

Localization theorem

If [, ¢dV =0 for every V, then ¢ = 0.
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Chapter 2

Ordinary differential equations

Consider an n-th order linear ordinary differential equation with constant coefficients. Then
by defining new variables, we can convert the n-th order differential equation into a set of
n first order ordinary differential equations which can be written in the form

v+ Av = f(x), (2.1)

where, A is an n x n (constant) matrix, and v and f are a n x 1 vector. This procedure
is illustrated by the following examples.

1. Consider the n-order differential equation
v+ ay" Y 4 agy" Y + 4 anay + any = f(2),

where the superscript (n) denotes the n’th derivative with respect to x. We can write
this equation as

- -/ - - — - — -

y 0 -1 0 ... ... 0 y 0
" 0o 0 -1 ... 0 Y 0
y' | 0 00 -l 0 A N

y(n=2) o 0 ... ... 0 -1 yn=2) 0

_y(nfl)_ [On Gy oo oG ar | _y(nil)_ _f<x)-

Note that the above equation is in the form given by Eqn. (2.1) with A and f being
the square matrix and the vector on the right hand side, respectively.

For the ‘sprint-mass-dashpot’ governing equation (with ¢ as the independent variable
instead of x)
ft)

. C. t
r+—r+—r=—".
m m m
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we have with v; = x and vy = 7,

bl ) ol
2 m m m

. Consider the following system of two second-order differential equations (which can
also be written as a single fourth-order equation in either y; or y, by eliminating ys
or y, respectively):

myy = —(c1 + c2)yy + cayy — (k1 + ko)yr + koo + f1(2),
Maly = Cayy — Caly + ko — koo + fo(2).

By defining v; = v}, vy = y5, we have v| =y} and v, = 3}, the above set of equations
can be written as

myvy = —(c1 + c2)v1 + covg — (k1 + k2)yr + kayo + fi(2),
m2vé = CoVU1 — CoVs + k'le - k2y2 + f2<x>

Therefore {y1,y2,v1, v} satisfies the following first order system:

yi = U1,
y; = U2,
1 T
vy = — [—(c1 4+ 2)v1 + covg — (k1 + k2)y1 + kaya] + Sl )7
maq my
1 T
Ué = — [cauy — coug + kayy — kays] + fal )
meo mao

From the above examples we see that if we can solve Eqn. (2.1), then we can solve any set
of linear ordinary equations with constant coefficients.

Conversely, a system of equations of the form given by Eqn. (2.1) can be converted into

n’th order differential equations as follows. Consider the slightly simpler case

y = Ay. (2.2)

By differentiating this equation, we get

y”:Ay':AQy.

By repeatedly differentiating, we get

y(”) = A"y, (2.3)
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where the superscript (n) denotes the n’th derivative. It follows that
y™ — Ly 4 4 (-)"Ly=(A"-LA" '+ ..+ (-1)", D)y =0, (2.4)

where the last step follows from the Cayley-Hamilton theorem. Thus, we see that {y1,ys, ... yn}
all obey the same differential equation, and hence have the same solution form but with
different constants. Let the initial conditions for Eqn. (2.2) be given as y(0) = y,. Then
the n initial conditions required for solving Eqn. (2.4) are obtained using Eqn. (2.3) as

y(0) =y, ¥'(0) = Ay, ..., y" D (0) = A"y,
2.1 General solution for Eqn. (2.1)
Multiplying Eqn. (2.1) by e4%, we get

ey 4 e Av = e f(x).
or

d
. (e"v) = A" f(x).

Let x € [a, b]. Integrating the above equation, we get

o= / A (e)de e,

where c¢ is a constant vector independent of x. Multiplying the above equation by [e4*]~! =
—Azx
e , we get
v(r) = / e AT £(£) dE + e A, (2.5a)
= / e M f(x — €)dé + e e, (2.5b)
0

where the second equation is obtained from the first one by a change of variable.

The constant vector ¢ is found using the boundary conditions in a boundary value
problem or using the initial conditions in an initial value problem (An initial boundary
value problem would involve partial differential equations and is out of scope of the current
chapter). The independent variable is usually denoted by x in the former case, and by t
(for time) in the latter, where ¢ € [0, 7], so that Eqns. (2.5) would be typically written as

oit) = [ LA () de 4 eAle,
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= /t e M (t — &) dE + e Me. (2.6)

0

If v(0) = 0, then from the above equation, we see that ¢ = 0, and the solution is given by

olt) = / e ACO F () de,

t
= [enpe- e (2.7)
0
As an example, if one considers the beam bending equation
d*w
El— = M,
dz2 by
then the constant vector ¢ = (c1,c2) (there are two constants since the order of the

differential equation is two), is found using the boundary conditions at the ends of the
beam. For example, if the beam is simply-supported, then the boundary conditions will be
w(0) = w(L) = 0.

On the other hand, if we consider the equation for a spring-mass-damper
mi + ct + kx = f(t),

then the vector ¢ = (¢, c2) would be found using the initial conditions z(0) = 2z, and
z(0) = vp.

One case where the exponential matrix can be computed rather easily is if A € Sym.
Then, assuming A to be a constant matrix, and using the spectral decomposition

A:zn:)\ie;‘@e;‘,

=1

we get
n

e A8 = Z e el @ el

i=1
Substituting into Eqn. (2.5b), we get

o) =3 ef [Cereito -9 elde ke Me(een. (23)

Similarly, if A possesses n linearly independent eigenvectors (if all the eigenvalues are
distinct then the eigenvectors are linearly independent, although the converse may not be
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true as is evident from the case of a symmetric tensor with repeated eigenvalues), then we
can write

A= zn:)\iui & v,

=1

where (u;,v;), i = 1,2,...,n, are the eigenvectors of A and A’ i.e.,
Au; = N,
AT’Ui = \iv,

and u; and v; are normalized such that w; - v; = J;;. From a practical point of view

_ - -1
(231

|:’U1"U2|..."Un = y

with v, vg, etc. placed along columns, and w, us etc. placed along the rows in the left
and right hand side matrices, so that one can compute the eigenvectors of A7 simply by
the above inversion. Thus,

n
e A8 = g e_)‘igui R v;.
i=1

Substituting into Eqn. (2.5b), we get (do not confuse between v and v;)

o) = Yl [0 vl e+ e

=2 U{/Ox e M [flr =€) v S+ e‘mci}, (2.9)

where ¢; := ¢-v; are constants (If two eigenvectors v; are complex conjugates, then the cor-
responding constants ¢; are also complex conjugates), and the constant a in the integration
limit can be taken to be zero if the integrals are well-behaved.

However, instead of finding the solution using Eqn. (2.9), a better way is as follows.
From Eqn. (2.9), we see that the solution to the homogeneous equation is

n

v(z) = Zcie_’\i”ui,

i=1
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which can be written in matrix form as

v(z) = Xe,
where -
1
C2
X = [e”\lxul e My | L | e, |, c=
Cn

To solve the inhomogeneous system, we use the method of variation of parameters, where
we assume the solution to be v(z) = X(x)z(z). Substituting this solution form into
Eqn. (2.1) and using the fact that (X' + AX)z = 0, we get

Xz =f.

Since the columns of X are linearly independent, it is invertible, so that

o= [ X O e

Thus, the complete solution is

w(z) = X / X&) F(6) de + Xe. (2.10)
As an example, consider the solution of the following set of equations
d
d—f =32+ 2 + %,
d
d_i = —x+4y+ 2+ %,
d
d—j = 4x — 4y + 2z — .
In this case, we have
-3 0 -1 e?t
A=|1 -4 —-1|, f=]¢€*|,
-4 4 =2 —e?
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2 1 -1
u = 1|, usy= 11|, wuz=|—-1],
|2 0 1
N ={—4,-3,-2}.
'26415 et th' et e Mt 0
X = | et 3t _p2 ’ x1 = —3e73t fe 3t 3t
204t ) 2t _9e=2t 9p2 =2t

Substituting into the solution given by Eqn. (2.10), we get

= Xt + 2c1e™ + cpedt — C362t,

2t 4t 3t 2t
y=e"t+ce + e’ —cze”,

2z = —e®t + 2c1e* + 32,

As another example, if

(11 1
Ll

[1-iv3 1+iv/3
_ 2 _ 2
Uy = ) Uy = )

1 1
3+iV3 3—iV3
Ai = 9 ; 9 )
—(3+iv3)t —(3=iVv3)t . i . i
(1=iv3)e 2 (1+iv3)e — 2 EEC R B Ve R
X = 2 2 X t=| V3 6 _
—(3+iV3)t —(3=iV3)t ’ i BBt g /3 (3=iVE)t
e 2 e 2 —736 2 Te 2

Substituting into the solution given by Eqn. (2.10), we get

1, (1 —iv3)(3cr — 1) 4 (14 iv/3)(3cy — 1)eV3
1 =3 Ge(3+iv3)t/2 ’
2 3¢ — 14 (3cp — 1)etV
23T S Hiva)L/2 ’

where ¢; and ¢, are complex conjugates.
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2.2 Generalization of Eqn. (2.1)

In Eqn. (2.1), the matrix A was assumed to be a constant, i.e., independent of x. Now we
consider a generalization where A is a function of x, so that Eqn. (2.1) becomes

v+ Az)v = f(a). (2.11)

Note that the above set of equations is linear but with variable coefficients. In order to
obtain a closed-form solution, we assume that A(x) satisfies the constraint

AG) ["aman=( [ aman) aw) (212)

One can show that the above condition is satisfied if and only if

d(ef; A(n) dn)

. = A(x)eld AW dn — o] A dn A (), (2.13)

Our set of differential equations in place of Eqns. (2.1) is
v+ A(z)v = f(x), (2.14)
Multiplying by ela A we get
ela A dnyyr o o f7 A) d”A(m)’u — efa AM) d”_f(x).
or,

d x x
- (efa A(n) dnv> = ela A dn g (g,

Integrating the above equation, we get
oJE Ay dng, / oA £(6) de + e,

where c is a constant vector, again to be determined from the boundary or initial conditions.
Thus, finally we have,

v:emgmmwi/eﬁAwwf@ﬁ%+c. (2.15)
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If the matrices [ A(n)dn and ff A(n) dn commute! then the above equation simplifies to

Am@=i/ffﬁA@“f@w%+e<ﬂM““c (2.162)
— / B e Ja—e Al N f(x— &) dE + e Ja AM e, (2.16Db)
0

Note that Eqns. (2.16) reduce to Eqns. (2.5) (by redefining the constant ¢) when A(n) is a
constant matrix. As usual, in initial value problems, we prefer to use the notation ¢t € [0, T
for the independent variable, and then Eqns. (2.16) become

t N t
,U(x)_/ e JEAM B £ () g 4 o LA dng (2.17a)

0

t—a t t
— / e e AW gy e 4 e Ja A dne, (2.17b)
0

The main difficulty with the above solution procedure is that in most cases, the matrix
A will not satisfy the constraint given by Eqn. (2.12) (except in the case where A(z) is a
1 x 1 matrix as in the following section, in which case the constraint is always met). Due
to this difficulty, we try and solve second and higher-order differential equations (especially
ones with variable coefficients) independently.

2.3 Linear first order ordinary differential equations

For a first order differential equation the matrix A(z) in Eqn. (2.11) is simply a 1 x 1
matrix, i.e., A(z) = [A(x)] so that the constraint given by Eqn. (2.12) is automatically
satisfied, and hence, the derived solutions are also valid. The differential equation given by
Eqn. (2.11) reduces to

V(@) + Aw)o = f(2),

while the solutions given by Eqns. (2.16) reduce to

() = / e~ e AN £(€) de 4 ce Ja A dn (2.18a)

'Note that Eqn. (2.12) does not imply that [ A(n)dn and ff A(n) dn commute as the following coun-
terexample (with a = 0) shows:

an® st 6P
A(n) = | =6n* —8n° —107"
2n 3n 4n
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= / e Jeme A £ (3 €Y d 4 cem Ja A, (2.18b)
0

where ¢ is a constant to be determined. In initial value problems, we prefer to use ¢ as the
independent variable, and in place of Eqns. (2.18), we have

t ¢ t
o(t) = / e JEAWn £) e 4 e Ji A dn (2.19a)
0

t t t
= / e~ e AW £ _ £y dg 4 cem Ja A, (2.19b)
0

We now illustrate the application of Eqn. (2.18) (or Eqn. (2.19)) to various examples.

1. In the differential equation

yl _I_ 2y — x3€—2$7

we see that A(z) = 2 and f(z) = z%¢2*. Thus, from Eqn. (2.18a), we get

—2(35—5)536—25 dg + Ce—2(w—a)

<
—
S
~
I
@Q\H
Q)

[m4 + co] ,

where ¢j is to be determined from the initial condition.

2. In the differential equation
y' + (cotx)y = z cscx,

we have A(z) = cotx, and f(z) = xcscx. Thus, from Eqn. (2.18a), we have

y(zr) = / e Je COt"d"S csc&dé + ce” Ja cotndn

where ¢ is a constant.

3. In the differential equation
Y — 2y =1,

we have A(z) = —2x, and f(z) = 1. Thus, from Eqn. (2.18a), we have

y(l‘) — / efgz 2ndn df + Cef‘f 2ndn

— U e € d§+c0} .
0

If the initial condition is y(0) = yo, we get co = yo.
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2.4 Nonlinear first order ordinary differential equa-
tions

We now discuss the solution of nonlinear first order differential equations.

2.4.1 Separable equations

A first order differential equation is separable if it can be written as

h(y)y = g(z).

The method of solution is best illustrated by examples.

1. Solve
Y =1+ ).
Write this as
dy
= xdx.
1492
Integrating, we get
tan"ly = x_2 +c
Y= 9 .
2. Solve
y=—= yl)=1
Write this as
ydy = —x dx,
Integrating, we get
e y2 _ 02,

where we have taken the constant of integration to be positive since the LHS is

positive. Thus,
y==+Vet— 22 (2.20)

Since y(1) = 1, we get ¢ = 2, or,
y=v2— a2 V2 <1<V

If the initial condition were y(1) = —1, then we take the other root in Eqn. (2.20),
and the solution is
y=—/2—-22 —V2<z<V2
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3. Solve
, 2r+1

Y oA 1

Write this as
(5y* + 1)dy = (22 + 1)du.

Integrating, we get
y5+y:x2—|—m—|—c.

Note that it is not possible to explicitly solve for y as a function of x in this case.

4. Solve
y =2y, y(0) = yo. (2.21)
Write this as p
—g = 2xdzx.
Y
Note that while writing the above, we are implicitly assuming that y # 0. Integrating,
we get
1 2
—— =" +g
Y
or
_ (2.22)
= N '

Thus, y = 0 and the above solution are both solutions of Eqn. (2.21).
Imposing the initial condition in Eqn. (2.22), we get

Yo

e

If yo < 0, then the above solution is valid on x € (—00,00). If yo = 0, then y =
0 is the solution, while if yy > 0, then the above solution is valid only for x €
(—=1/\/%0,1/\/"0). This example shows that the range of validity of the solution can
depend on the initial condition.
5. Find all solutions of .
— i

5(1=v).

Y

Write this as
2dy

1—y?
Implicitly, we are assuming that y # +1. Writing the above equation as

1 1
—— — —— | dy = —xdx,
y—1 y+1

= xdx.
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and integrating, we get

y—1 x?
logy+1 :—?—Fk‘,
or, alternatively,
v-l_ ce /2,
y+1
Thus, y = 1, y = —1 and the above solution are all solutions of the differential

equation.

2.4.2 Exact nonlinear first order equations

Write the differential equation in the form

M (z,y)dz + N(z,y)dy = 0. (2.23)
Note that F'(x,y) = 0 is an implicit solution of the differential equation

Fy(z,y)dx + Fy(z,y)dy = 0. (2.24)
Eqn. (2.23) is said to be exact if there exists a function F'(x,y) such that

Fx(:v,y) = M(x,y), (225&)
Fy(z,y) = N(z,y). (2.25b)

Since F,, = F,., a necessary condition for an equation to be exact is that (it can be proved
that this condition is sufficient also)

M, = N,. (2.26)
Thus, a procedure for solving an exact equation is as follows:

1. Check that M, = N,. If not, then the following procedure cannot be applied.

2. Integrate Eqn. (2.25a) with respect to = to get
Fa,y) = G(z,y) + 6(y). (2.27)
3. Differentiate Eqn. (2.27) with respect to y, and combine with Eqn. (2.25b) to get
¢'(y) = N(z,y) = Gy(x,y) (2.28)

4. Integrate the above equation with respect to y, taking the constant of integration to
be zero and substitute into Eqn. (2.27) to obtain F(z,y).
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Alternatively, using the Leibnitz rule and Eqn. (2.26), one can verify that the solution
for F'(x,y) that satisfies Eqns. (2.25) is given by

F(z,y) /M£y0d§+/an (2.29a)

/ M(&,y d§+/ N(zo,7) dn. (2.29b)

Let us consider a few examples.

1. Solve
e [ytanz + sec® z] dx + ze™ tanz dy = 0. (2.30)

Note that one should not ‘cancel’” the e* factor, since without this factor, the equation
is not exact! Verify that M, = N,. Thus,

Fy(z,y) = " [ytanz + sec’ z] (2.31a)
Fy(z,y) = ze™ tanx. (2.31b)
It is easier to integrate Eqn. (2.31b). We get

F(z,y) = e®tanx + ¢(x).
Differentiating this with respect to x yields
Fy(z,y) = " [ytanz + sec’ z] + ¢/ (z).

Comparing against Eqn. (2.31a), we get ¢'(z) = 0 or ¢ is a constant which can be
taken to be zero. Thus, using Eqn. (2.29a), we get

etanr = c, (2.32)

or by redefining the constant c,
1
y = —[logcotx + ]. (2.33)
x

Alternatively, by directly using either Eqn. (2.29a) or (2.29b), we get F' = ™ tan x —
e®% tan xy = 0, so that
e tanx = ™Y tan g,

which is of the same form as Eqn. (2.32).

If one cancels e in Eqn. (2.30), then we get

d sec? x
_y+g _

de =« rtanz’

which is a linear first order differential equation whose solution is given by Eqn. (2.18a).
One can verify that one gets the same solution as Eqn. (2.33).
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2. Solve
[e"Va® (zy + 4) + 3y| dx + [2°¢™ + 3z] dy = 0.
Since M = e™a3(zy + 4) + 3y and N = z°e™ + 3z, we see that M, = N,, and the
equation is exact. From either of Eqns. (2.29), we get

F = z%™ + 32y — xée“oyo — 3xoyo = 0,

or, alternatively,
zte™ + 3wy = c.

2.4.3 Making equations exact by using integrating factors

Sometimes, even if an equation is not exact, it can be made exact by multiplying the
governing differential equation by an integrating factor, i.e.,

pu(z,y)M(z,y) dz + p(x, y)N(z,y) dy = 0. (2.34)

By replacing M and N by pM and pN in Eqn. (2.26), we get the governing equation for

the integrating factor u as
o(uM) _ d(uN)

oy Oz’

or, equivalently,
Npto = My, = p(M, = N). (2.35)

Since p appears on both sides of the above equation, it is more convenient to write it as
e9@Y) 5o that we get
Ng, — Mg, = M, — N,. (2.36)

Solving the above equation yields the integrating factor to make the governing differential
equation exact, which can then be solved as shown in Section 2.4.2.
The procedure for solving Eqn. (2.36) is as follows:

1. Check if (M, — N,)/N is a function of x alone. If it is, then from Eqn. (2.36), we see
that ¢ = g(x) can be obtained by solving the ordinary differential equation
dg M, — N,
dr N

2. Check if (M, — N,)/M is a function of y alone. If it is, then from Eqn. (2.36), we see
that ¢ = g(y) can be obtained by solving the ordinary differential equation

dg __My—Nx
dy M
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3. If both the above checks fail, then g = g(x,y) is a function of both x and y. By
substituting for M and N in a given problem, and matching the coefficients of some
common terms on both sides of Eqn. (2.36), we obtain equations for g, and g, which
are then integrated to find g; this procedure generally works better than assuming g to
be either P(x)Q(y) or P(x)+Q(y), etc. In some cases such as in the Riccati equation
presented below, it may not be possible to find the integrating factor analytically
except for some special choices of coefficients.

We now present several examples:

1. An equation is said to be homogeneous (not to be confused with equations of the
type ¥’ + A(x)y = 0 which are also termed homogeneous) if it is of the type

q(y/x) dr — dy = 0. (2.37)

Thus, M = gq(y/x) and N = —1. Let u = y/z, i.e., y = uz, so that dy = xdu + udz.
Substituting into Eqn. (2.37), we get

[q(u) — u] dx — zdu = 0,

which can be written in the form

Thus,

/ du
logr = [ —— +c.
q(u) —u

As an example, an equation of the type
(az + by + ¢)dx + (ax + by + ¢)dy = 0, (2.38)

is not homogeneous, but can be made homogeneous by a transformation of the type
r=X+E&and y =Y +n, where (£,n) are determined so that the equation becomes
of the type

(aX +bY)dX + (aX +bY)dY = 0. (2.39)

Thus, we find (£, n) that are solutions of the equations

aé + bn = —c, (2.40a)
as +bn = —c. (2.40b)
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Eqn. (2.39) is a homogeneous equation since it can be written as

Y Y
- a+b—|dY =0.
<a+bX)dX+(a+bX) 0

If @ = aa and b = ab, then Eqns. (2.40) cannot be solved for ¢ and 7. In this case,
we write Eqn. (2.38) as

(ax + by + ¢)dz + (a(ax + by) + ¢)dy = 0, (2.41)

Let w = ax + by, so that dy = (dw — adx)/b. Substituting into the above equation,
we have
[b(w + ¢) — a] dz + (cw + ¢) dw = 0,

which can be solved since it can be written as

/ (aw + ¢)dw

—[b(w+c)—a] = —x+c.

2. A Bernoulli equation is an equation of the form

Y + Ax)y = f(2)y", (2.42)

where r # 1. We see that M = A(z)y — f(x)y", N = 1. Thus, carrying out the first
two checks in the above procedure, we see that g = g(x,y). From Eqn. (2.36), we see

that
9o — [Al@)y — f(2)y"] gy = A(x) —rf(x)y " (2.43)
By matching the coefficient of f(x), we get
y'gy =1y,

so that g = —rlogy+¢(x). Substituting into Eqn. (2.43), we get ¢'(x) = (1—r)A(z),
so that ¢ = (1 —r) [T A(n)dn. Thus, g = (1 —7) [ A(n)dny — rlogy, and the
integrating factor is

p=el = y*re(lﬂ") Jo Am)dn

Now following the procedure in Section 2.4.2, we get
1—r

iy _ / "D LA B () e 4 elr=D I Alman (2.44)
— T

a

Note that for r = 0, the solution reduces to
y= / e e ADD L) dE - cem AW,
which is the same as the solution in Eqn. (2.18a).
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3. A generalized Riccati equation is of the form
[p(z) + q(z)y + r(z)y?] dz — dy = 0. (2.45)

Thus, M = p(z) + q(x)y + r(x)y? and N = —1. By carrying out the first two checks
in the above procedure, we see that g = g(x,y) in this case. Thus,

92 + [p(@) + q(x)y + r(2)y°] g, = —q(z) — 2r(z)y. (2.46)

The ‘g(z)y’ term in Eqn. (2.45) can be eliminated by a change of variable as follows.
Let y = zel 9% so that i = 2'e/ 9% 4 qy. Substituting into Eqn. (2.45), we get

Z(x) = pla)e I 1% 4 r(2) 22 (x)el 1% (2.47)

However, this form yields no particular advantage over that of Eqn. (2.45), and so all
the remaining discussion pertains to Eqn. (2.45).

If y;(x) is one solution to the Riccati equation, then the other solution is given by

ela atm)+2r(n)y1(n) dn

c— [* eli a+2rmy ) dny. () g¢’

yo(z) = 11 (x) + (2.48)

where the lower integration limit a can be set to zero if the resulting integrals are
well-behaved. To prove Eqn. (2.48), substitute ya(x) = y1(x) + u(z) into Eqn. (2.45)
to get the governing differential equation for u(x) as

u(z) [q(x) + r(x)(u(x) + 2y1(2))] — o' (x) = 0. (2.49)

But this is just the Bernoulli equation given by Eqn. (2.42) with r = 2, A(z) =
—[q(z) + 2y1 (x)r(x)] and f(z) = r(x). Thus, the solution obtained using Eqn. (2.44)
1s

eJa latm)+2r(myr(n)] dn

u(z) =

c—[* elilatn+2rmyimldng (&) g’

and since ys(z) = y1(z) + u(z), Eqn. (2.48) follows.

Although it was possible to find an integrating factor in the case of the Bernoulli
equation, we see that it may not be possible to find an integrating factor analytically
for arbitrary p(z), ¢(z) and r(x) in Eqn. (2.45). However, under some assumptions,
one can find an analytical solution. We now consider various such cases.

o Let
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r(z) = 1.

It is obvious that y = y/p(x) is a solution to Eqn. (2.45). The other solution is
obtained using Eqn. (2.48) as

_ o V()
y = vp( )+c_ > o &

e Let p(x), q(z) and r(x) be such that
p(z) + @)y +r(2)y* = [h(@) + r(@)ylla + y).

where « is a constant. It is obvious that y = —a is a solution to Eqn. (2.45).
The other solution obtained using Eqn. (2.48) is

oS la(€)—2ar(€)] de

= — . 2.50
yooar c— [* eJalatn=2arm)dny.(¢) d¢ (2.50)
e Let a(x) be some function, and let
a(x)p(z)  p'(z) d'(z)
= + — , 2.51a
N R RT ) (2510
r(z) = —1, (2.51Db)

in which case y; = a(x)p(z)/d'(z) is one solution of Eqn. (2.45), as can be
verified by direct substitution. The other solution is obtained from Eqn. (2.48).
Thus, the two solutions of Eqn. (2.45) are

a(z)p(x)
yi(z) = ) (2.52a)
p(x) ,~ S O dn
ya () = a(;)(i()x) T (Z)(m)— JE Al g, ’ (2.52b)
Jo Gige T T+ c

where ¢ is a constant.

As examples of the above for various choices of a(z), we have the following:

(a) If the constraint is

v pla) | P@) _afa’ +8-1

alr) = af p(z) T

)l
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the solutions obtained using Eqns. (2.52) (after renaming the constant) are

' p(x)

) = =35
yo(z) = z'Pp(x) n $1*5p(x)e*amﬁe*?15 St Pp(n)dn |
af c+ [F ﬁlfﬁp(f)e*aiﬁe’%@ JEn' =Pp(n) dn de

(b) If the constraint is

q(z) = P +p(x),
the solutions are
_ap(x)
yl (l’) - a )
xp(x 2l on (Ve s Jo mp(n)dn
yol) = p) | p(z)

O e [l Eep(©)emn fim g
(c) If the constraint is
p(z) = ¢'(z) + apz’'q(z) + apz”? [afa’ + B — 1] .
the solutions are

y1(2) = q(z) + aBz 1,
o202 o [7 aln)dn

c+ [T o208 e J&atydn g¢’

ya(w) = q(@) + afa’" +

(d) If the constraint is
a
p(e) = 5 leg(a) +1—a),

the solutions are

c+ fm foaeff q(n) dn df.

(e) If the constraint is
pla) = afa”? [afz’ + f — 1 — wq(2)] ,
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the solutions are

yi(x) = aﬁxﬁ_l,
o—202 o [7 q(n) dn

c+ [7 208" o[ alm) dn ¢

ya(x) = afz? ! +

(f) If the constraint is

N B(1+ B —xq(x))

p(a) = ¢(2) T
the solutions are
B
yi(z) = q(z) — T
- 3 22Be=Jo a(n)dn
velw) = alw) = T4 Y [F g2 Eadn ge”

p\T) = — )
(=) 20)
the solutions are
«
n\r)=——,
(@) q(z)
o —f”” 2aq(<1n(n) n
ya () = + 2(n)

a@) oy e SRR g

p(x) =a [(a—1)¢* (@) +q'(2)],

the solutions are

yi(z) = aq(x),
e~ Jo (2a=1)q(n) dn

et [Fe J&@a=1)a(n) dn g¢

ya () = agq(z) +
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(i) If the constraint is
_ 24@)(2) + '(2)

q(x) ’
the solutions are
IR 4O
o) =0+ Gy |
yo(x) = q(x) + ¢ () n [q(x)] "2 Ja alm)dn

@) et [llg()] 2o S an e

the solutions are
q(x)
r)=qlxr) — ,
/ 2 — [T q(n)dn

a@) e [T A(g)e i ag

e If there exist functions ¢(x) and g(z) such that

— ) — A2(2) — o ()2 — ¢(z)g"(x) a
p(x) = ¢'(z) — ¢°(x) — [¢'(z)] @) (2.53a)
iy 0
q(x) = 2¢(x) + 7o) (2.53b)
r(z)=—1 (2.53¢)

the solutions are given by

y1 = ¢(x) — ¢'(x) tan g(=),
Y2 = ¢(x) + g'(z) cot g(x).

By replacing g(z) by ig(x), we get another set of solutions in terms of {tanh g(z), coth g(z)}.
Inverting Eqns. (2.53), we have

plx) = ¢/(2) — ¢*(2) — [/ 2P — o(x)[g(x) — 20()),
3lg"(2)]* — 29/ (x)g" (2) — Alg'(2)]" = [4p(2) + ¢*()][g'()]",
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which in principle can be solved for ¢(z) and g(x), given p(x) and ¢(x) (although
this is much tougher than solving the original problem!).

As an example, if p(x) and ¢(z) have the forms p(z) = ¢/(x)—¢*(z), ¢(x) = 2¢(x)
(corresponding to g = constant), then one solution is given by y; = ¢(z). The
other solution is found using the method of reduction of order to be 1/(x + ¢),
where ¢ is a constant. Similarly, if p(z) = —[¢'(2)]* and ¢(z) = ¢"(z)/¢'(x)
(corresponding to ¢ = 0), then the solutions are y; = —¢/(z) tan g(x) and yo =
() cot g(x).

As another example, the solutions of the differential equation

Y =¢'(2) = *(x) — o + 20(2)y — y*
obtained by taking g(x) = ax are

y1 = ¢(x) — atan ax,

Yo = ¢(x) + acot ax.

4. Consider the equation
—ydz + (z + 2°%) dy = 0.

We have M = —y and N = x + 2. Thus,
(x4 2°)gs + ygy = —2 — 62°. (2.54)
Equating yg, = —2, we get g = —2logy + ¢(x). Substituting into Eqn. (2.54), we get
(14 2°)¢ (z) = —62*,

which yields ¢(z) = —6log(1+2°)/5. Thus, g = log[(1+2°)7%/%y~2] so that y = €9 =
(14-2°)7%/5y=2 (Verify that g = log(y*/2%) leading to u = y*/2° is also an integrating
factor, which is obtained by writing Eqn. (2.54) as (z+2%)g, +yg, = 4—6(142°), and
equating (z+2°)g, to —6(1+2°). Although this integrating factor may look different
from what we have already derived, it is actually the same (modulo a constant) in
light of the final solution given by Eqn. (2.55), although we do not know it at this
stage since this solution is an unknown; this shows that the integrating factor can be
written in different ways while trying to solve a problem). Thus, the exact equation

is
d d
_ x . T dy 0,
y(1 4+ 25)6/5 " y2(1 4 25)1/5

which leads to

CT
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5. Solve
(3zy + 6y?) dz + (22* + 9zy) dy = 0.

Since M = 3zy + 6y* and N = 222 + 9xy, from Eqn. (2.36) we get
(22% + 92y) 9. — 3y(x + 2y)g, = 3y — x = —3z — 6y + 2z + Y. (2.56)

Equating —3y(x + 2y)g, = —3x — 6y, we get g = logy + ¢(z), which on substituting
into Eqn. (2.56) yields ¢ = logz. Thus, g = log(xy), which leads to u = zy. Thus,
the final solution is given by

3% + 3223 = c.

2.5 Second order equations

2.5.1 Nonlinear second order equations

A general second order equation is of the form

y' = f(z,y,vy").

The equation is said to be linear if f is linear in the arguments y and y’. As is only to be
expected, it is difficult to solve nonlinear second order equations. However, in a few special
cases, it is possible to transform them into first order equations which are easier to solve.

Equations of the form y" = f(x,7/)

By substituting v = 3/, the differential equation is transformed to the first order equation
v/ = f(z,v). As an example, consider the second order nonlinear equation

y// _ —21’(?/,)2,

with the initial conditions y(0) = 2 and 3/(0) = 1. By substituting v = 3/, we get

Vv = —2x0°,
which can be written as dv/v? = —2x dz, so that

1

—~=—-2°+g¢.

v
Substituting for v, we get

1

- = r — Cy,

)
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ie.,

—

22—y

Using the initial condition 3'(0) = 1, we get ¢; = —1. Integrating the resulting equation,
we get

Y= tan~ 'z + co.

Using y(0) = 2, we get ¢, = 2. Thus, y = tan" 'z + 2.
As another example, consider the solution of

zy’ + 4y = 2%

Put ¥ = v(z), so that the equation becomes v' 4+ 4v/x = . This is just a first order

linear equation with variable coefficients whose solution is given by v = 3 = 22/6 + c;x™*.

Integrating this once again, and redefining the constants, we get y = 23/18 + c1273 + cs.

Equations of the form v’ = f(y,v)

In this case, make the substitution v(z) = ¢/(z) so that v'(z) = f(y,v(x)). If y is an
—= /U( —=

invertible function of x, then we can write x = z(y), so that v(x) z(y)) =: u(y). Thus,
dv dy du
/ = —— = _— = .
V@) = o= )5 = fouly)
which can be written as
du 1
— == . 2.57
7y Sy, uly) (2.57)
As an example, consider the differential equation y” = 2yy’ subject to the initial con-

ditions y(0) = 0 and y/(0) = 1. If we write ¥/ = v(z) = u(y), then the governing equation
obtained using Eqn. (2.57) is
du

= Logu) =2
W yu) = 2y.

Thus, u = y% + ¢y, or, iy = y* + ¢;. Using the initial conditions, we get ¢; = 1. Integrating
Yy =y*>+1, we get tan"'y = z + o, or, y = tan(z + ¢3). Since y(0) = 0, we get ¢, = 0.
Thus, the final solution is y = tan x.

In view of the difficulty in solving nonlinear second order equations, we shall henceforth
restrict ourselves to linear second order equations.
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2.5.2 Linear second order equations

Before we begin this topic, we briefly discuss the linear independence of functions. The set
of functions {yi(x),y2(x),...,yn(x)} is said to be linearly independent if the equation

() + coyo(T) + ...+ cryn(x) =0, (2.58)
implies that ¢; = ¢ = ... = ¢, = 0. Equivalently, the set of functions {y; (), y2(z), ..., yn(x)}
is said to be linearly dependent if there exist constants ¢y, co, ..., ¢, not all zero such that

Eqn. (2.58) holds. Let the Wronskian W (z) be given by

yl(x yz({L') yn(x
W (z) := det vi(z Yo () yr(z
@y V@) Ly )

where the superscript n —1 denotes the n —1'th derivative. We have the following theorem:

Theorem 2.5.1. The set of functions {yi(z),y2(x), ... ,ys(x)} is linearly independent if
and only if W(z) # 0.

Proof. We prove the equivalent statement that the set of functions {y;(z), y2(z), ..., y.(z)}
is linearly dependent if and only if W (z) = 0. By repeatedly differentiating Eqn. (2.58),
we get

(n—1)

eyl V(@) + eyt V(@) 4 ey (@) =

which can be written in the form

y(x ya(2) Yn(® 1
n—1 n—1 n—1
W) ) @) e
The above matrix equation has a nontrivial solution for {cy, o, ..., ¢, } if and only if W (z) =
0, which proves the theorem. O
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Note that if W (z) is zero at certain points on the domain, but is not the zero function,
the functions are linearly independent. For example, the Wronskian of the functions y; =
cosw and y; = sin’x is W(z) = sinz(1 + cos?x). Although the Wronskian is zero at
x = nm, where n is an integer, W (z) is not the zero function, and hence, y; and y, are
linearly independent.

A linear second order equation is of the form

a(z)y" +b(x)y + c(x)y = f(x). (2.60)
Let {y1,y2} denote the solutions of the homogeneous form of the above equation, i.e.,
y' +p(@)y + q(z)y = 0. (2.61)
The Wronskian of {y;,y2} is given by
W(x) = y1s — Y192- (2.62)

By Theorem 2.5.1, if W (x) # 0, then the set {y;(z), y2(x)} is linearly independent; in such a
case {y1, yo } are called fundamental solutions. Let {y1(z),y2(x)} be fundamental solutions.
Then differentiating Eqn. (2.62), and noting that y; and ys are solutions of Eqn. (2.61), we
get
W’ =11y — Y12

= —y1(pys + qv2) + y2(pys + 1)

= —p(y1ys — v2v1)

— .
Solving the above equation, we get

W = W (xg)e Ja PEOE (2.63)

where z is any point in the domain [a, b]. Eqn. (2.63) is known as Abel’s formula.
If {y1, yo } are fundamental solutions of Eqn. (2.61), then by the linearity of the governing
differential equation, the most general solution to Eqn. (2.61) can be written as

y(z) = iy + oy,

where ¢; and ¢y are constants.
Given the fundamental solutions {y1, y2}, we can find the differential equation of which
they are solutions by noting that

Yy yr Yo
det |y y1 y5| =0, (2.64)
vyl

since by substituting either y = y; or ¥y = y» in the above equation, we see that two columns
become identical leading to a zero determinant.
Now we discuss how to solve constant coefficient homogeneous equations.
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2.5.3 Constant coefficient homogeneous equations

Consider the constant coefficient homogeneous version of Eqn. (2.60):
ay” + by +cy =0. (2.65)

To solve this equation, we assume y = €"*. Substituting into Eqn. (2.65), we get the
characteristic equation

ar® +br +c =0,

whose roots are

r= % —b+ M] :
If
1. b*> — 4ac > 0, the characteristic equation has two distinct real roots.
2. b? — 4ac = 0, the characteristic equation has a repeated real root.
3. b® — 4ac < 0, the characteristic equation has complex roots.

We illustrate each of these cases by examples.

The roots r; and r, are real and distinct

Solve
y'+ 6y +5y=0, y(0)=3, y'(0)=-1.

The characteristic equation is given by
0=7r’+6r+5=(r+1)(r+5).

The two fundamental solutions (e7%, e~5%) are linearly independent since the Wronskian

—T —5x
det [ ‘ ¢ ] # 0.

e T _567523

Thus, the general solution is y = ¢je™® + cpe™>*. Using the initial conditions y(0) = 3 and
y'(0) = —1, we get ¢; = 7/2 and ¢o = —1/2.
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The roots are repeated, i.e., r; =1, = «

Find the general solution of
y" — 20y’ + o’y = 0.

The characteristic polynomial is (r — a)? = 0, so that one solution is y; = e**. Since the
roots 7 = « is repeated, we have to find the other independent solution separately. We use
the method of reduction of order, where we look for a solution of the form y, = u(x)y;.
Substituting this form into the differential equation yields u”’(x) = 0, or u(x) = kyx + ko,
so that yo = (k1 + ko)e®®. Since the coefficient of ko is y; itself, we see that the other
fundamental solution is y, = ze®”, and the general solution is y(x) = e**(c; + cox).

The roots r; and r, are complex-valued

If the roots of the characteristic equation are complex-valued (and hence conjugates of each
other), we use the formula e = cos® + isinf to find the general solution as follows. Let
the differential equation be
y" + 4y + 13y = 0.
The characteristic equation is
r?+4r +13=0,

(—2+3i —2-3i)z

so that ry = =2+ 3¢ and ro = —2 — 3¢ are the roots. Thus, y; = e )% and Yo = el
are the solutions, which we can write as y; = e *(cos 3z +isin 3x) and y, = e~ **(cos 3z —
isin 3x). Thus, one can either write the general solution as y(x) = ¢;e(™2+3)7 4 cye(~2-307
with the constants ¢; and ¢y complez-valued or as y(x) = e 2*(cq cos 3x + ¢y sin 3z), with
the constants ¢; and ¢y real-valued. Even if one uses the complex-valued form, on using
the initial conditions, the constants will turn out to be complex-conjugates of each other,
so that the final result is real-valued. For example, if the initial conditions are y(0) = 2
and y'(0) = —3, then we get ¢; =1 —1i/6 and co = 1 + /6, so that

—2x 1 :
y(x)=e 2cosS.:1:+§sm3x :
2.5.4 Nonhomogeneous linear equations

Consider Eqn. (2.60), which we now write in the form (by redefining f(z) to be f(z)/a(x))

y' +p@)y + q(x)y = f(x). (2.66)

The associated homogeneous equation is
y" +p(@)y + q(x)y = 0. (2.67)
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Eqn. (2.67) is known as the complementary equation for Eqn. (2.66). Let y, be a particular
solution of Eqn. (2.66), and let {y;,y2} be fundamental solutions of the complementary
equation given by Eqn. (2.67). Then, by the linearity of the governing differential equation,
the general solution to Eqn. (2.66) is the sum of the complementary and the particular
solutions, i.e.,

Y = Cry1 + Coy2 + Yp. (2.68)

At this stage, we have not discussed how to find y,, or even how to find {y;,y.} if the
coefficients p(x) and ¢(z) are functions of x (in the previous section, we have seen how to
find {y1,y2} in case p(x) and ¢(x) are constants); we will do this at a later stage. After
the fundamental solution set {y1,y2} is found, the particular solution y, is found using the
method of variation of parameters as described in Section 2.5.6.

2.5.5 Finding the second complementary solution given the first
complementary solution using the method of reduction of
order

If one complementary solution to Eqn. (2.67), say yi(x), is known, then the other com-
plementary solution can be found using the method of reduction of order, whereby we
assume the second solution to be given by y» = u(x)y;(x) and substitute into the governing
differential equation given by Eqn. (2.67) to get

u”  p(a)yi(x) + 2y, ()

u/ y1(x)

Y

which can be easily integrated twice to obtain

z — [Sp(n)d
Y2 = y1(x) / %dg (2.69)

The lower limit of integration a can be taken to be zero if the integrals are well-behaved.

2.5.6 Finding the particular solution y, using the method of vari-
ation of parameters

Given the fundamental solutions {y,y2}, we now discuss a systematic procedure for find-
ing the general solution (which essentially means finding the particular solution since the
complementary solution is known, and given by y. = c1y; + c2y2) to the inhomogeneous
equation

y' +p(x)y +qlz)y = f(z). (2.70)
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Let the general solution be given by

Y = w1y + u2ys, (2.71)

where u; and uy are both functions of x. By substituting Eqn. (2.71) into Eqn. (2.70), we
obtain one condition on u; and us. However, we need two conditions. The second condition
is obtained as follows. Differentiating Eqn. (2.71), we get

Yy = wy + uays + uiyr + uzys. (2.72)
We require that
Uiy + usys =0, (2.73)

so that from Eqn. (2.72), we have ¥’ = w1y} +u2yh and vy = u)y] +ubyh +uiy) +usys. Sub-
stituting these expressions into Eqn. (2.70), and noting that y; and y, are complementary
solutions, we get

uryh + usyy = f(x). (2.74)
Solving for v} and uj using Eqns. (2.73) and (2.74), we get
P -
NY2 — Y12
fy
= ViV — Yiy2 (2750)

Note that since {y;, 92} are linearly independent, the denominator in Eqns. (2.75) (which
is the same as the Wronskian) is nonzero. Thus, the final solution is

dx
Uy = — % -+ Cy, (276&)
YYs — Y1y2
dx
Uy = L -+ Co, (276b)
Y1Ys — Y1y2

where ¢; and ¢y are constants of integration. By substituting the above expressions into
Eqn. (2.71), we obtain the most general solution to Eqn. (2.70). Note that the part of
the solution associated with the constants ¢; and ¢y is merely the complementary solution,
while the remaining part is the particular solution y, that we intended to find.

As an example, given that (yi,ys) = (x,2?), find the solution to

x2y// - 2333// + 2y — 569/2,

which we write as 5 5
y//__y/+_2y:x5/2'
T T
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We write the general solution as
y = uy (2)x + ug(x)x?,
where
uhr 4+ uhr? = 0,
5/2

! r
Uy + 2uyxr = 77,

Solving for v} and uj, we get

w, = —2°/2,
uhy = 232,
which on integrating yield
2
Uy = —?5(77/2 + Cq,
2

Uy = 51’5/2 + Co.

Thus, the general solution is

2 2 4
y =11 + con® — =22 + 2292 = e + e + —2¥2. (2.77)
7 5 35
As another example, consider finding the general solution to
! xz / 1
— =z —1.
Y T — 1y + T — 1y .
given that y; = x and y, = €.
The general solution is written as
y = uy(z)x 4 uz(x)e”,
where u; and uy satisfy
uhx + upe” = 0,
uy + uhe” =x — 1.
Solving for u} and u), we get uj = —1 and u, = xe™*. Integrating, we get u; = —x + ¢;
and us = —(1 + x)e™* + ¢y. Thus, the general solution is

y=(c; — Dz + coe” — 2? — 1,
which, by redefining ¢; can be rewritten as
y:clx—i—chw—xQ—l.

The constants ¢; and ¢y are found as usual by using the initial conditions.

72



Ordinary differential equations 2.5. SECOND ORDER EQUATIONS

2.5.7 Second order equations with variable coefficients

We will consider only the homogeneous case here, since once the complementary solution is
found, the particular solution can be found using the method of variation of parameters as
discussed in the previous subsection. First note that a second order equation with variable
coefficients can be converted to a Riccati equation and vice versa, so that known Riccati
solutions can be used to solve the current problem and vice versa. To see this, we write
y = e9) 50 that

y = e’y

y// — o9 [g// + (g/)2] ’

where, as usual, primes denote derivatives with respect to z. Substituting the above rela-
tions into Eqn. (2.81), we get

g//+<g/)2+pg/+q:()

Substituting ¢’ = u, we get
u' 4w+ pu+q=0,

which is nothing but the Riccati equation given by Eqn. (2.45) with » = —1, and with p
denoted by —¢, and ¢ denoted by —p. Conversely, the Riccati equation given by Eqn. (2.45)
with r = —1 can be transformed into a second order equation with variable coefficients using
the substitution y = 2'/z.

Now we discuss techniques for solving variable coefficient second order equations. First
consider the solution of the equation

P(z)y" +Q(z)y + R(z)y = 0. (2.78)
Similar to the case of first order equations, the above equation is said to be exact if
P"(z) — Q' (z) + R(z) = 0. (2.79)
If an equation is exact, then Eqn. (2.78) can be written as
[P(z)y'] + [(Q(z) — P'(x))y) =0, (2.80)
which on integrating yields
P(z)y +1Q(x) = P'(x)ly = c1.

The above first order linear differential equation can be solved by standard techniques.
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As an example, consider the solution of the equation
r(r —2)y" +4(x — 1)y + 2y = 0.
Since Eqn. (2.79) is satisfied, the equation is exact. Eqn. (2.80) reduces to
r(x —2)y +2(x — 1)y = ¢,
which on integrating yields z(x — 2)y = ¢ + ¢, so that the solution is

_ar+c
Ca(z—2)

In case the equation is not exact, finding an integration factor is, in general, difficult,
and we look for other techniques for solving Eqn. (2.78). By dividing by P(z), we rewrite
Eqn. (2.78) in the form

y" +p(x)y +q(z)y = 0. (2.81)

In general, finding solutions to Eqn. (2.81) is difficult. Sometimes it is convenient to
transform Eqn. (2.81) into the standard form

2"(x) +v(x)z =0, (2.82)

where
logy = log z — % /p(x) dx, (2.83a)
o) = () ~ 31/ (@) — P(x). (2.83)

The techniques that we describe below can be applied to either Eqn. (2.81) or Eqn. (2.82).

One special case of variable coefficients where the solution can be easily found is when
p(r) = a/x and q(x) = (/x?, where o and B are constants, in which case the equa-
tion is known as the Fuler equation. The solution to the homogeneous equation given by
Eqn. (2.81) is found by substituting y = " to get the characteristic equation as

r?+(a—1)r+p=0.
As in the constant coefficient case, we need to consider three possibilities.

The roots r; and r, are real and distinct

In this case y; = 2™ and yo = 2" are fundamental solutions, and the general complementary
solution is y. = ciz™ + cox™.
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The roots are repeated, i.e., 11 =19

The roots are real and repeated if 48 = (o — 1)?, and are given by r; =, = (1 — a)/2.
In this case, one of the solutions is y; = 2. In order to find the other solution, we
use the method of variation of parameters and write the other solution as y, = u(x)x™.
Substituting into y” + (a/x)y’ + (8/2*)y = 0, we get zu”(z) + v'(x) = 0, whose solution
is u(x) = kylogx + ko, so that yo = (ky1loga + ko)z". The coefficient of ks is y; itself, so
that the other complementary solution is y, = ™ logz, and the general complementary
solution for this case is y. = 2" (¢ + ez log z).

The roots r; and r, are complex-valued

In this case, the general solution can be written either as y. = c;x™ + cox", where ¢; and
co are complex-valued constants, or, if one wants to deal only with real-valued constants,
as Y. = 1[cy cos(blog ) + ¢y sin(blog x)], where we have used 2% = ¢¥®1°8% = cos(blog ) +
isin(blogx).

An alternative way to derive the same result is as follows. If we consider the Euler
equation in the form

ax®y" + bxy' + cy =0, (2.84)

where a, b and ¢ are constants, and make the transformation £ = logx, then we see that
Eqn. (2.81) is transformed to a second order equation with constant coefficients; this follows
by noting that

,ldy
Yy = —=5
x d€
1dy 1d%
"o - g - d
V= "on T rae

Now we try and see the conditions under which Eqn. (2.81) can be transformed to
a second order equation with constant coefficients. Since the coefficient of y has to be
constant, then by dividing by ¢(z), we write Eqn. (2.81) as

—Y

q(z)”  q(z)
We look for a transformation £ = g(z) that will transform Eqn. (2.85) into an equation with
constant coefficients (if such a transformation cannot be found, then Eqn. (2.85) cannot be
transformed into a second order differential equation with constant coefficients, and some
other solution method has to be found). Substituting

1_@/

y_d§g7
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_d d?
! yg//+ y( ) ’

o dg dg?
where primes denote derivatives with respect to x, into Eqn. (2.85), we get
N2 72 " /
%%*L Zpgfl—ngo. (2.86)
We require that
(¢')? = crg, (2.87a)
9" +pg' = 2, (2.87b)

where ¢; and ¢y are constant. From Eqn. (2.87a) we have ¢’ = ,/¢1q, which on substituting

into Eqn. (2.87b) yields
Ve 2p(r)q(x) + ¢ (x)]
2[q(x)]>2

= Co.

Thus, if
2p(z)q(2) +¢'(z) _
[a(x)]?? ’

where ¢ is a constant, then Eqn. (2.81) can be transformed into an equation with constant
coefficients. From Eqns. (2.86) and (2.87a), we see that the solution has to be of the form

eré = er9(@) = efi 2V/a(®) % where « is a constant. If we take the solutions to be
y = eln O‘\/@dg, (2.89a)
= el Va©/ads (2.89b)
substitute them into Eqn. (2.81) and use Eqn. (2.88), we get

2(1 + a?)
o'

(2.88)

S— (2.90)

The solution procedure may thus be summarized as follows. Check if the left hand side of
Eqn. (2.88) is a constant. If it is not a constant, then some other solution method has to
be sought. If it is constant, say, ¢, then solve Eqn. (2.90) for «, and then the solutions are
given by Eqns. (2.89) (with any one of the two roots for «). If ¢ = —4, then a = 1 is a
repeated root, while if ¢ = 4, then @ = —1 is a repeated root; in these cases, one has to use
the procedure of reduction of order to find the other solution. For both these cases (i.e.,
|c| = 4), the solutions can be written as

y1 = e~ di Va©d
Jaoa [* ¢ JSam = 4).
Yo =€ 1 oy )dE/ e f}f [P(W)—§ Q(U)] dn df (‘C| )

h
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It is sometimes advantageous to work directly with Eqn. (2.81), and sometimes with its
standard form given by Eqn. (2.82) as the following examples show.

1. Solve
42y" — 4y’ + (42% + 3)y = 0.
Since p(x) = —1/z and q(z) = (42 + 3)/(4z?), from Eqn. (2.88) we see that the
left hand side is not a constant. Thus, it is not possible to transform this equation

into one with constant coefficients, and hence it is not evident how to solve this
particular equation. However, if we convert this equation to standard form, we get

from Eqns. (2.82) and (2.83)
2"(z) + z(z) =0,
y =z,
Thus, 23 = cosx, 25 = sinz, and hence y; = y/rcosx and y, = /xsinz are the
solutions to the above problem!

As another example, consider finding the solutions to

2(x% = 1) , 2 +1

y'(x) + y'(z) +

On converting the above equation to standard form, we get

& y(@) =0 (2.91)

23
2"(z) =0,
26_1/(2#)7
T

y(z) = -

so that the complementary solutions are

y = e V), (2.92a)
1

yp = —e 1), (2.92b)
i

The dramatic advantage that working with the standard form can sometimes have is
evident from the above examples.

2. This example, on the other hand, shows that in some other cases working with the
original form is better than transforming it to standard form. Solve

dxy” + 2y +y = 0.

Since p(x) = 1/(2x) and g(z) = 1/(4x), from Eqn. (2.88) we see that the left hand side
is a constant, while for the standard form it is not. Thus, it is advantageous to work

7
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with the original form itself in this case. From Eqn. (2.87a), we get & = g(x) = /z,
while from Eqn. (2.86), we get

d*y 0
ag2 +y=0,

which leads to the solution

Ye = 1 c08E + co8iné

= sin /7 + cos /.

3. For the Euler equation given by Eqn. (2.84), we have p(z) = b/(az) and ¢(z) =
c¢/(az?), from which we see that the left hand side of Eqn. (2.88) is a constant,
so that the equation can be transformed into one with constant coefficients. From
Eqn. (2.87a), we get & = g(x) = logz. We have already seen how to solve this
equation.

4. This example shows that in some cases, it may not be possible to transform either
the original or the standard form into an equation with constant coefficients. Solve

(x—1)y" —xy +y=0. (2.93)

Here we have p(z) = —z/(z — 1) and ¢g(z) = 1/(z — 1). The left hand side of
Eqn. (2.88) is not a constant, and hence one has to use some other method as shown
below.

One other method that works quite well is as follows. Let one of the solutions of
Eqn. (2.81) be y; = z%, where « is a constant. Then substituting this solution into
Eqn. (2.69), we get the two solutions as

Y1 (I) = xa>
® o= [Spln)dn (2.94)
e
yo(x) = xa/a gTdf
Now if we substitute these solutions into Eqn. (2.64), we get
«
q(z) = = 1—a—axp(x). (2.95)

Thus, if g(x) is of the above form, then the solutions given by Eqns. (2.94) are the two
complementary solutions! As an example, consider finding the solution of

(1 —zcota)y” —xy +y=0.

The constraint given by Eqn. (2.95) is satisfied with o = 1. Thus, y; = x and ys(x) = sinz
are the complementary solutions. In an analogous manner,
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o If
q(r) = —afz”? [zp(x) + afa” + 5 1], (2.96)
then
yi(z) = e, (2.97a)
o T e IS dn
() = l g e (2.97b)

The coefficients in Eqn. (2.93) satisfy the constraint on ¢ given by Eqn. (2.96) with
a = f =1, and hence y; = € and y; = x are the complementary solutions. As
another example, consider the differential equation

y'(x) + 2y (x) + y(x) = 0. (2.98)

The constraint given by Eqn. (2.96) is satisfied with @ = —1/2 and § = 2. Thus, the
complementary solutions as given by Eqns. (2.97) are

yi(z) = e "7, (2.99a)
yo(z) = 6_3”2/2/ 12 de. (2.99Db)
0

As yet another example, consider finding the solutions to Eqn. (2.91), namely,

" 2(z% - 1) , 2+ 1
y'(z) + 3 Y (z) + 6 y(z) = 0.

The constraint given by Eqn. (2.96) is satisfied with a = —1/2 and § = —2. Thus,
the solutions obtained using Eqn. (2.97) are the same as those given by Eqns. (2.92).

o If

q(z) = ala = p(z) cot ax],

then
y1(x) = sin ax,
@ o= [ p(n) dn
yo(z) = sinozx/ ——— d&.
o sin“a
and if
q(x) = a o+ p(r) tan ax],
then

y1(z) = cos ax,

yo(z) = cos ax/

a

=[5 p(n)dn

dg.

cos? aé
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o If
q(z) = —2a [p(z) csc 20 + asec® ax]
then
y1(z) = tan ax,
& o [E p(n) d ;
yQ(ZC) = tanozx/a W £
and if
q(z) = 2a [p(z) csc2ax — acsc® az]
then
y1(x) = cot aux,
o= [ p(n)dn
yg(l’) = cot Ozl’\/a' W d€
o If (@)
1 —apx
alw) = x? log ax
then
yi(x) = log o,
| o= [5 p(n)dn p
y2<l'>— OgOé.T/a m f
If there exist functions ¢(z) and g(z) such that
2¢/(x) ”(l‘)]
plx) = [ + (2.100a)
¢(x)  g'(x)
: ¢'(x)g"(x) ( ($)>2 (625’(33))/
q(x) =g (x + — , 2.100b
@ =W 5o ) (2:1000)
then the complementary solutions to Eqn. (2.81) are given by
1 = B(x) cos g(a), (2.101a)
Y2 = ¢(x) sin g(x). (2.101Db)
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By replacing g(z) by ig(z) in all the above equations, we get complementary solutions in
terms of cosh g(z) and sinh g(x). By inverting Eqns. (2.100), we get
q(z) = [g'(2)]* +

- (4)
¢(@) _ 1[<y+wwqj

ox) 2T g

which in principle can be used to find g(z) and ¢(z), given p(z) and ¢(z) (although, of
course, this is a tougher problem than solving the original differential equation!). If p(z) = 0
and q(x) = a?, where « is a constant, then, as expected, we get g(z) = az and ¢(z) = A,
where A is a constant.

As an example, if p(z) and ¢(z) are given by Eqns. (2.100) with g(z) = az, i.e.,

1

_ 2¢/(2)
o (Y@ (@Y _ . @) P
o =at+ (55) - (557) —o+ E I

then y; = ¢(x) cosax and y2 = ¢(x)sin axr are the complementary solutions. For the case
a =0,y = ¢(z) and y; = x¢(x) are the complementary solutions. By putting ¢ = x™, we
see that the general solution of the differential equation

n+1)

2
y"—?n+[a2~l—n( }yzO,

2
1s
ne o
y = x"(cy sinax + ¢ cos ax).

For n = —1/2, the above general solution is equivalent to c¢1J_1/2(x) + c2Y_1/2(2), as
expected.
Yet another method that can be attempted is the following. We write Eqn. (2.81) as

v+ Av = 0.

3] -l

Similar to the concept of an integrating factor, we write the above equation as

where

(Pv) =0, (2.102)
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which on expanding can be written as
Pv' + Pv =0,

or, alternatively,
v+ P 'Pv=0.

Thus, we need PP = A. After some calculation, we get

a(z) — L@@ @) o) @) a(z) L@
P = b'((]&:)(ﬁ)(?u)f%b—(ﬂ)aca)b’%]] = [ z?’(écc))] :
(@)~ V@) - b(x) T
with
_ b(@)]d'(x) /q(z)] — a(x)[V'(x)/q()] .
P = ) @ @) a(@)] = @) (@) fa@)] (2103a)
p(ﬂf)(](-@) + q/(x) . [b(x)a”(:c) _ a(a:)b”(x)] [b/(QZ)CL/,(LU) — a’(x)b”(:c)] ) (2103C)

(b(z)a'(x) — a(x)V/(x))?

The solution to Eqn. (2.102) is given by Pv = ¢, where ¢ is a constant vector, so that
v = P 'c. Thus, we get the complementary solutions as

) i) )
Y= S (e) — a@i () (2.104a)
@(2) (2.104b)

2= b(z)d (z) — a(z)b (z)

Given p(z) and ¢(x), one would ideally like to solve for a(x) and b(x) using Eqns. (2.103),
and then the solution follows from Eqns. (2.104). However, since these are much more
difficult to solve compared to the original problem, we make specific choices for a(z) or
b(x) which imposes constraints on p(z) and ¢(x). One choice is a(x) = ko/b(x), where kq
is a constant. However, this just leads to the same constraint as in Eqn. (2.88). Hence, we
now try and simplify these equations by eliminating one of the functions, say b(x), to get
a relation totally in terms of a(z) (see Eqn. (2.106) below).
Let Dy := b(x)d’(x) — a(z)V/(x) denote the denominator of ¢(x). Note that

[a(x)Do/d(2)) _ d'(z)  a(z)g(x) (2.105)

[a(z)Do/d(x)]  alz) — a'(x)

Integrating the above relation, we get
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which implies that

z a(§)a(§) 4
Jn GE

= a(x)e

e * a©a©) 4
a(x)l (z) — b(z)d () = —a'(z)e™ @
Dividing by a?(x), we get
/
b(x) _ a'(z) s 2(©)q(0) 3
a(x) a?(x)
so that finally

b(l’) = —a(x) /hx a2<(§)) fh a((:zl)g]()n) dn dé‘

This expression when substituted into the expression for p(z) yields

awaln) _d) | )

- 2.106
PO= "ty g ) (2100
and the complementary solutions obtained from Eqns. (2.104) are
_ [z a(maln) ! @
y1($) —e I oy A _ %e—fh p(n)dn’ (2107&)
Ji 2t ap HoNo— [Epm)dn  pz 20\ ofS p(n)d
x a(n)q(n) (m) p(n)an p(n)an
yg(l’) fh “a'(n) dﬁ/ (5) / df — a (37)6 h / q (f)/@ h 5 d{
h a'(§) q() noo (6]
(2.107b)

Ideally speaking, one would like to solve for a(x) using Eqn. (2.106). As expected, this is
more difficult than the original problem. Thus, one specifies a(z) which yields a constraint
between p(x) and ¢(z) given by Eqn. (2.106), and the complementary solutions given by
Eqns. (2.107) subject to this constraint.

For various choice of a(x), we have the following:

e If a(z) = e*”, where o and S are constants, then the constraint is
P @) (@) | afe® + 51
- +
B q(z) x

and the complementary solutions are

p(x) =

)

y1< )—ei ]zcn aq<n)d77

_ zn 1t Ba(n) —a 5 €'~ q(n)
ya() = : dn/ﬁ e g(g)elr de.
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e If a(x) = z°, then the constraint is

p(z) = - + : (2.108)

and the complementary solutions are

yi(z) = e~ I M dn, (2.109a)
wala) = e [ eeqg)elt g (2.1090)
h

As an example, consider again Eqn. (2.98), namely,
y' (@) + xy'(x) + y(z) =0,

we see that Eqn. (2.108) is satisfied with o« = 1. Thus, the complementary solutions
obtained using Eqns. (2.109) are

—x2/2
iy =¢€ /7

yp =" / e de,
0

which agree with the solutions given by Eqns. (2.99).
An another example, consider the differential equation
(22 =2 —1)
M ) =0,
. + . y(x)

The coefficients p(z) and ¢(z) do not satisfy the constraint equations given by Eqn. (2.108).
However, if we convert the above equation to the following standard form

2(z) — iZ(ac) =0, (2.110a)

42
ze*

y = NG (2.110Db)

then Eqn. (2.110a) satisfies the constraint given by Eqn. (2.108) with o = —3/2
and o« = 1/2. Thus, the complementary solutions obtained using Eqn. (2.109a) are
z1(x) = 1/y/x and z3(x) = x+/x, which results in y;(x) = e*/x and yo(z) = ze®.

o Ifa(z)= [ e’ g(€) d¢, the constraint equation is
q(z) =p'(x) + aB2’'p(x) — afa’? [afz” + B — 1] .
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and the complementary solutions are

U (x) — eaxﬂe_ f:P(U) d777
Yo () = e’ o= [y, pn) dn /m o207 [ p(n) dn dé.
h

z _q(§)
o Ifa(x) = eJi Foge % then y, is of the form 27, a case that we have already considered
(see Eqns. (2.94)).

q(E)
o If a(x) = e s , then g is of the form ¢, which is again a case that we have
already con51dered (see Eqns. (2.97)).

o If a(x f 48) ¢ the constraint is

x2 ’
and the complementary solutions are
y (:I/') — ie_fth(n)dn
1 3:13 )
o) = / §Peli M g,
As an example, the complementary solutions of
/(@) + (ogay/(a) + X2 — o
are
e$
n (1:) l'_x’
55
= d
ya(z) el £,

while those of
y"(x) + sinxy (z) 4+ cosxy(x) = 0,

are
m (f[)) _ ecosa:’

y2<x) — ecosz/ e—cosf d£
0
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An another example, the complementary solutions of

1+
(@) + enf(@) +e1 - g) - 22D g
are
1 2
o —cx?/2
Y1 () 3356 )
la) = el [ resag
0
o If a(x) =eln e df the constraint is
a[p*(z) —p'(x) — o]
q\xr) = ; 2.111
(«) S (2111)
and the complementary solutions are
yi(x) = e~ wtm . (2.1122)
§ Co—p’in) ( )
yo(x) = eI 5w ’7/ eJn E i g (2.112b)
o If a(z) = o atey % , the constraint is
¢(z) = a [(1 - a)p*(z) +p/(2)], (2.113)
and the complementary solutions are
yi(z) = e~ In ) dn, (2.114a)
yo(z) = e Inp ’W?/ eJn@a=Dpm dn g (2.114D)
h

Note that if the constraint given by Eqn. (2.113) is satisfied for & = 1/2, then v(z) =0
in the standard form (see Eqn. (2.83b)). As an example, the differential equation given
by Eqn. (2.91) satisfies the constraint given by Eqn. (2.113) with a = 1/2, and thus,
the solution given by Eqns. (2.114) agrees with that given by Equns. (2.92).

o Ifa(z) = [ p(£)q(§) d¢, the constraint is

q(z) = , (2.115)
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and the complementary solutions are

yi(w) = p(a)e Inrtndn, (2.116a)

yo(x) = p(x)e P dn / %eﬁfp(")d"dg. (2.116b)
n D)

o Ifa(x) = [ g% d¢, the constraint is

q(x) = ) : (2.117)
and the complementary solutions are
L reeman
yl('x) - p(l’)e h ) (2118&)
1 - v
yo(z) = ——e~ JuPmdn / pA(E)edn P n e (2.118h)
p(z) h

2.5.8 Series solutions for second order variable coefficient equa-
tions

We shall just illustrate this method by an example. The Bessel functions of the first and
second kind, denoted by J,(r) and Y, (r) are two linearly independent solutions of the

differential equation
1d [ du n?
1 u L D 2.11
rdr <rd7")+( 7“2)“ 0 (2.119)

where n is a nonnegative integer (Actually, one can define Bessel functions for even complex-
valued n, but we shall restrict ourselves to integers) . Thus, the general solution of the
above differential equation can be written as u = ¢;J,,(r) 4+ ¢2Y;, (7). The Bessel function of
the first kind for a nonnegative integer n is defined in terms of an infinite series as

1= (5)" S iy ()

The Bessel function of the second kind Y,,(z) can also be expressed as a series, but the
expression is more complicated. The Bessel function Y,,(x) is singular at » = 0, so that ¢y
is set to zero in solutions for domains that include the origin. However, on domains such
as hollow cylinders, both functions need to be included in the general solution.
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From Eqn. (2.63), we get W (z) = W (xzg)e 8% = W(x)/x. Taking W (1) = 2/m, we
get W(z) = 2/(mzx). Thus, if y; := J,(z) and y, := Y,,(x), then, by the expression for the
Wronskian, we get

Yoy —yy’zl
271 20 L

By multiplying by the integrating factor 1/y%, we get

(@) _ 2
U1 7755?4%7

Y2() yQ(a)_/x 2
o TEYE(E)

which finally yields

dg,

or

Yo(z)  Yala) /”C 2 it

(@) Jula)  Jo mEIRE) T

For arbitrary A, and \,, and with H denoting either J,(z) or Y, (x), we have
T [AnHy, 1A Hy (M) — A Hy 1 (A Hy (A

/THV<)‘mT)HV()‘nT) dr = [ . )\2 _ )\2 . ) )]7 )‘m ?é A?’H

2

- % [H2(Ar) = Hy s ) Hys s )]s A = A

Thus, if A\,,,, m =1,2,..., 00, denote the roots of J,, and 9,,, denotes the Kronecker delta,
then the Bessel functions J, are orthogonal in the following sense:

/OR“V (M) e (M) e = B s ) B (2.120)

The Legendre equation is given by

2

[ R 2121

& [(1 )

The solution is given by

dH
dg

H(E) = G, (&) + DR (E),

where P™ and Q™ are the associated Legendre functions of the first and second kind,
respectively. The solutions P () diverges for £ = —1 unless v is a non-negative integer,
which we now denote by n. For m = 0, Eqn. (2.121) reduces to

d QE n(n =
d_g[u_g)df]ju (n+1)H = 0. (2.122)
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One set of solutions of the above equation, known as the Legendre polynomials, is given
by the Rodrigues formula as

1

_ U (e2 n
= 5 dgn(f )", (2.123)

Pa(€)

Thus, again, we see that the solution is obtained in the form of a series in €. For domains
that include the axis in axisymmetric problems; the functions Q,(§) can be excluded since
they are singular.

From Eqn. (2.63), we get

W(z) =

x2—1

Taking W (0) = 1, we get W(z) = 1/(1 — 2?), so that with y;(z) := P,(x) and y,(z) :=
Q. (), we have
1

/ !
= =175 2

As in the Bessel equation case, this leads to

ya(w) dx
y(x) / (1 —2?)yi(z)’

Qn(z) = Pa(x) / %. (2.124)

The associated Legendre polynomials satisfies the following orthogonality relation:

or

2 (I+m)!
( )'5kl7

1
(m) (m) _
| ORI i = g

which for m = 0 reduces to
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