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Parameterization of planar curves immersed in triangulations
with application to finite elements
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SUMMARY

We construct a method for the parameterization of a class of planar piecewise C2-curves over a collection
of edges in an ambient triangulation. The map from the collection of edges to the curve is the closest-
point projection. A distinguishing feature of the method is that edges in the ambient triangulation need
not interpolate the curve. We formulate conditions on the ambient triangulations so that the resulting
parameterization over its selected edges is (i) bijective, (ii) maps simple, connected collection of edges
to simple, connected components of the curve, and (iii) is C1 within each edge of the collection. These
properties of the parameterization make it particularly useful in the construction of high-order finite
element approximation spaces on planar curves immersed in triangulations. We discuss this application
and illustrate it with numerical examples.

The parameterization method applies to a large class of planar curves, including most ones of interest
in engineering and computer graphics applications, and to a large family of triangulations, including
acute-angled triangulations. Copyright � 2011 John Wiley & Sons, Ltd.
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1. INTRODUCTION

We construct a method to parameterize a class of planar piecewise C2-curves over edges of an
ambient triangulation. A distinguishing feature of the method is that edges of the triangulation
need not interpolate the given curve. Instead, we identify a collection of edges in the triangulation
and map them onto the curve with its closest-point projection.

Such a parameterization is useful in the context of immersed boundary methods for partial
differential equations posed on curves and domains with curved boundaries in two spatial dimen-
sions. These are numerical schemes that do not require a spatial discretization that conforms to the
domain of the problem. Such schemes are attractive because they alleviate the problem of meshing
the domain. Instead, the domain is approximated over a background mesh. In most such methods,
curves and curved boundaries are approximated by piecewise linear segments. The consistency
errors that such approximations introduce in the numerical scheme are just of the right order to
not dominate the convergence rate for low-order methods (up to second-order, [1, 2]). However,
they typically dominate the properties of high-order schemes, see [3, 4]. For this reason, high-order
immersed boundary methods are quite rare. To design such methods, it is imperative to be able to
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systematically improve the approximation of curves and curved boundaries over non-conforming
meshes.

In this paper, we describe an immersed boundary method for problems on a class of planar
piecewise C2-curves. This is achieved by using the parameterization and crucially exploiting
some of its properties to construct finite element spaces on these curves. We demonstrate the
performance of the method in Section 7 by solving the steady-state heat equation on curves and
computing the deformation of curved Timoshenko beams under load. We observe optimal conver-
gence of the computed solutions with piecewise linear, quadratic and Hermite shape functions.
Related work on the solution of partial differential equations posed on implicit surfaces can be
found in [5–8].

The accurate representation of curved boundaries provided by the parameterization method
could also enable the construction of high-order immersed boundary methods over planar domains.
The idea is to use the parameterization described here to map triangles in the vicinity of a
boundary/interface to curved ones, to achieve the accuracy required in the representation of the
domain. A related idea can be found in [9]. In combination with the method for immersed curves
described here, such an algorithm would be useful in the numerical solution of problems involving
coupled partial differential equations in the interior and boundary of the domain. For example,
in problems involving deformable structures with thin shell stiffeners on the boundary, or for
hydraulic fracture problems. Since the description of the parameterization is already quite rich in
details, we do not explore this application further here.

Parameterizing a planar curve over a collection of edges in an ambient triangulation requires
(i) the selection of edges to include in the collection, and (ii) the construction of a bijective map
from these edges onto the curve. For a simple and closed curve, our choices are sketched in
Figure 1. As shown in the figure, we select all edges that have both vertices on one side of the
curve and that belong to triangles with one vertex on the other side. For the map, we choose the
closest-point projection onto the curve. In Section 2, we describe the parameterization method for
the class of C2-regular boundaries and in Section 5, we extend it to a class of planar piecewise
C2-curves we term spliced C2-curves. The latter family of curves includes curves with corners, end
points, self-intersections and T-junctions. In both cases, we discuss conditions for the combination
of these two choices to define an injective parameterization, see Section 3. As a result, we restrict
the class of triangulations for which the method is applicable to those in which certain angles
are acute. This is still a very large class of meshes. In particular, the method is applicable to all

Figure 1. Simple depiction of the idea of parameterizing the boundary of a curved domain �
over a collection of edges (in thick solid black lines) in an ambient triangulation. Each point
on this collection of edges is mapped to its closest-point in the boundary ��. Note that the

triangulation is not assumed to interpolate the boundary.
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acute-angled triangulations (with sufficiently small mesh size) and as discussed in Section 4, to
triangulations constructed by subdivision of a certain class of quadrilateral meshes.

Through examples in Sections 2–5 and 7, we showcase the following key properties of these
families of curves and triangulations, which hold for any sufficiently small mesh size:

(i) The closest-point projection from the collection of edges selected for parameterization onto
the curve is a bijection. The numerical examples in Sections 3, 4 and 7 provide evidence
that the Jacobian for this parameterization is bounded and away from zero independent of
the mesh size.

(ii) The collection of edges selected for parameterizing a simple connected curve is itself
simple and connected. As we shall discuss in Section 6, this property notably simplifies the
construction of finite element spaces of continuous functions over the curve.

Rigorous arguments to prove these statements will be provided elsewhere, along with estimates of
how small the mesh size needs to be.

Issues relevant to practical implementations of the parameterization method are discussed at
length in Section 4 and in the Appendix. In the former, we discuss alternatives for constructing
adaptively refined triangulations suitable for the parameterization method. In the latter, we provide
simple formulae for computing the closest-point projection and its derivatives for two common
curve representations. In Section 4, we also highlight how some of the assumptions on the mesh
can be weakened. These considerations arguably widen the context of applicability of the method.

2. PARAMETERIZATION METHOD FOR PLANAR C2-REGULAR BOUNDARIES

We begin by describing the parameterization method for the class of planar C2-regular boundaries.
To this end, it is convenient to first introduce a few definitions. Henceforth, �⊂R2 is a bounded
open set with boundary �=��. The signed distance function to �, � :R2→R, is defined as

�(p)=

⎧⎪⎨
⎪⎩
− min

q∈��
d(p,q) if p∈�,

min
q∈��

d(p,q) otherwise,

where d(·, ·) is the Euclidean distance in R2. Closely related to the signed distance function is the
closest-point projection onto �, � :R2→�, which computes the point(s) in � closest to a given
point in R2, i.e.,

�(p)=argmin
q∈�

d(p,q).

Observe that by definition, �=�−1({0}) and �=�−1((−∞,0)). Also, since distinct points in �
may be equidistant from a given point in R2, � may be multi-valued at some points in R2. We say
that � is well defined at p∈R2, if �(p) is single valued.

In particular, close enough to a smooth enough boundary � is well defined. A smooth enough
boundary in this case is a C2-regular boundary [10]. We say that the bounded open set �⊂R2

is a C2-regular domain and that it has a C2-regular boundary � if there exists �∈C2(R2,R)
such that

�={x∈R2 :�(x)<0} and �(x)=0⇒|∇�|�1.

The function � is called a defining function for �.
We will additionally need to consider an ambient triangulation Th in R2, where h indicates the

maximum diameter of a triangle in Th and K ∈Th denotes the triangle K in Th . Edges in the
ambient triangulation will be used to parameterize �. To define the parameterization method, and
to later provide enough conditions for it to succeed, we introduce the following definitions related
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Figure 2. Examples to illustrate the definition of a triangle positively cut by �, its positive
edge, proximal vertex and conditioning angle. Also shown is an example of a triangle that is

not positively cut although it is intersected by �.

to Th :

(i) We say that � is immersed in the triangulation Th if � is contained in the domain
triangulated by Th , i.e. �⊂⋃

K∈Th
K .

(ii) A triangle K ∈Th is positively cut by � if ��0 at precisely two vertices of K .
(iii) An edge in Th is a positive edge if it joins the two vertices at which ��0 of some triangle

in Th positively cut by �.
(iv) The proximal vertex of a triangle positively cut by � is the vertex of its positive edge

closest to �. When both vertices of a positive edge are equidistant from �, either one of
its vertices can be designated as the proximal vertex.

(v) The conditioning angle of a triangle positively cut by � is the interior angle at its proximal
vertex.

(vi) The conditioning angle of Th is the maximum among all conditioning angles of triangles
positively cut by � in Th .

These definitions are illustrated in Figure 2 with specific examples.

2.1. The parameterization method

We can now define the parameterization method for any C2-regular boundary �. Assume then that
� is immersed in Th , and define

�h={Union of all positive edges in Th}.
Then, under some conditions briefly described next, the parameterization of � is the map � :�h→�.
A simple pseudocode for the computation of �h is shown in Algorithm 1.

For � :�h→� to define a parameterization, it needs to be at least onto, so that all points in � are
the closest-point projection of some point in �h . Additionally, it is convenient to have � :�h→�
as an injective map, so that no two points in �h map to the same point in �. As we shall see
later, this may not always be the case. It is possible to prove, however, that if we consider a
family of quasi-uniform meshes {Th}h (see, e.g. [11]) with h↘0 such that � is immersed in
each Th , and

A.1 the conditioning angle of each Th is smaller than �0<�/2, for some �0 independent of h,
and

A.2 h is small enough,

then the map �:�h→� is injective and onto. This guarantees that by considering fine enough
meshes with good element quality, it will be possible to construct an injective and onto
parameterization �:�h→� with the method introduced here. We discuss the reasons for these
conditions in Section 3, and will present the proof elsewhere.
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DOI: 10.1002/nme



PARAMETERIZATION OF PLANAR CURVES

Algorithm 1 Identification of �h for C2-regular boundaries

Input: Curve � with defining function �, triangulation Th
Require: � is immersed in Th

{Identify positive edges}

Eh←∅
for all triangles K ∈Th do
{va,vb,vc}←vertices of K ordered such that �(vc)��(va),�(vb)

if �(va),�(vb)�0 and �(vc)<0 then {K is positively cut by �}

Append edge joining va and vb to Eh

end if
end for

Output: �h=
⋃

e∈Eh
e

(a) (b)

Figure 3. Illustrating the parameterization method for C2-regular boundaries. In (a), a unit
circle is immersed in an unstructured triangulation of a square and in (b), the crooked
egg curve is immersed in a mesh of equilateral triangles. Positive edges identified for

parameterization of the curves are highlighted in green.‡

2.2. Illustrative examples

The following simple examples illustrate how the parameterization method works. In the three
examples below, we identify the set �h , and check that � :�h→� is injective and onto; hence, it
defines a parameterization of � over �h . In the process, we highlight some notable features.

Example 1
Figure 3(a) shows a unit circle immersed in an unstructured triangulation of a square domain.
Clearly, the circle is a C2-regular boundary. Triangles that are positively cut by the circle are
shaded in gray. In each of these triangles, the interior angle at the proximal vertex is indicated
in the figure. These angles (a total of 22) were checked to be acute and hence condition A.1 is
satisfied. The positive edges are highlighted in green. The circle is parameterized over these edges
by its closest-point projection.

‡See electronic version of the article for interpretation of references to colors in captions for figures.
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(a) (b)

Figure 4. Parameterization of a C2-regular boundary with multiple connected components. The curve is
immersed in a mesh of acute-angled triangles, as shown in (a). The positive edges are shown in green in (b).

Example 2
The curve in Figure 3(b) is called the crooked egg curve and is the locus of points with r=
sin3 �+cos3 � for �∈ [0,2�] in polar coordinates. It is immersed in a mesh of equilateral triangles.
Since all angles in the mesh equal 60◦, the conditioning angle of each triangle that is positively
cut is again 60◦. Therefore, condition A.1 is automatically satisfied. The positive edges identified
for parameterization of the curve are colored in green.

Example 3
This example is shown in Figure 4. The curve is a C2-regular boundary that has three connected
components. Each connected component is a cubic spline. As seen from the figure, the curve is
the boundary of a domain that is not simply connected. It is immersed in an unstructured mesh
of acute-angled triangles, shown in Figure 4(a). Consequently, as in example 2, condition A.1
is automatically satisfied. Figure 4(b) shows the positive edges in green. In Section 3, we will
examine the parameterization in this example in greater detail.

Remarks
Notice from the examples that the collection of positive edges identified for the parameterization
of each connected component itself forms a simple connected curve. This can also be guaranteed
under the conditions mentioned in Section 2.1, and as mentioned earlier, we shall prove elsewhere.

3. RATIONALE FOR THE PARAMETERIZATION AND CONDITIONS ON THE MESH

In this section, we discuss the rationale behind the specific choice of map and edges for defining
the parameterization. We also motivate the reason behind the restrictions on the mesh, namely that
the conditioning angle be acute (A.1) and the mesh size be small (A.2), by considering when the
computed parameterization can be injective.

3.1. On the choice of the closest-point projection

Two attractive features of the closest-point projection are that it is defined in the entire plane of
the curve and that it inherits the regularity properties of the curve, see [10, 12, 13]. In particular,
since � is a C2-regular boundary, � is guaranteed to be single valued and C1 in a sufficiently
small neighborhood of �. Furthermore, this map is an intrinsic property of the image (or trace)
of the curve and not of the particular representation adopted for the curve. Hence, irrespective of
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whether � is given implicitly by a level set function or, for example, parametrically as a spline,
the parameterization we compute is unaltered. The way to compute � can nevertheless depend
on the representation adopted for �. Since the problem of computing the closest-point projection
can be restated as one of finding local minimizers of the squared distance to the curve, efficient
numerical algorithms can be used to compute it with the desired accuracy for common curve
representations, such as splines [14–16]. We discuss more about the calculation of � and its
derivatives in the Appendix.

3.2. On the choice of positive edges for parameterization

Having adopted the map � to parameterize the curve, there is considerable freedom in deciding
which edges of the ambient triangulation to select as the domain of parameterization. It is convenient
for these edges to belong to the neighborhood of � where � is well defined, for � may be
multivalued at points far away from �. In principle, it is possible to compute/estimate the size of
this neighborhood (see [10, Thm. 1.5]). In practice though, we can avoid such a calculation by
selecting edges whose distance from � decreases with the mesh size h. Then, with mesh refinement,
we can make h sufficiently small to ensure that � is well defined on each selected edge.

With the above discussion in mind, observe that by definition, positive edges belong to triangles
that are intersected by �. Therefore, �h is within a distance h from �. As the ambient mesh is
refined, �h gets progressively closer to �, eventually converging to it. In this sense, �h is an ideal
choice as domain of the parameterization. Furthermore, the identification of positive edges requires
only an inspection of which vertices in the mesh lie in �. This can be done, for instance, by
examining the sign of the signed distance function to �. In particular, there is no need to compute
curve-triangle intersections.

3.3. On the acute conditioning angle assumption

Condition A.1 requires that each mesh Th have a strictly acute conditioning angle. The rationale
behind it is to ensure that the computed parameterization is injective. Figure 5 shows examples
in which the restriction of � to �h fails to be injective because condition A.1 is violated. In
Figure 5(a), one of the positive edges is mapped to a point in �. In Figure 5(b), � is injective over
each positive edge. However, the images under � of any two positive edges overlap in �. In both
examples, there are positively cut triangles with obtuse conditioning angle. Additionally, notice that
in both examples � can be replaced by a straight segment, and the same issue arises. This in fact
demonstrates that without condition A.1, the method may render non-injective parameterizations
irrespective of how small the mesh size is.

To explain why an acute conditioning angle can guarantee an injective parameterization, consider
a positive edge eab in Th that joins vertex va to vb. By definition then, there is a triangle K ∈Th

(a) (b)

Figure 5. Examples illustrating how the restriction of � to the collection of positive edges can fail to
be injective. Such a scenario can occur irrespective of the smoothness of the curve or the mesh size.
However, with condition A.1 and a small enough mesh size (A.2), it is possible to guarantee injectivity:
(a) triangles K1,K2,K3 and K4 are positively cut by �. The image of the positive edge common to K2
and K3 under � is a point in �. Notice that K2 and K3 have obtuse conditioning angles. (b) Triangles
K1,K2 and K4 are positively cut by �. The restriction of � to each positive edge is injective. However,

their images in � overlap. Notice that K2 has an obtuse conditioning angle.
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Figure 6. Rationale behind restriction on angles in the mesh. Triangle K is positively cut by � and has
positive edge eab and proximal vertex va . The unit outward normal to � at �(va) is denoted by n̂. Since
� is a smooth curve, it can be locally bounded between two parallel lines that are perpendicular to n̂ and
separated by distance that is O(h2). Using this along with the facts that va ∈R2\� and vc∈� shows that
the angle between edge eac and n̂ has to be greater than 90◦−O(h). In the figure, this angle is depicted to
be strictly obtuse. If the interior angle at va in triangle K is acute, i.e. �a <90◦, then the angle between
edge eab and n̂ is non-zero for sufficiently small h. The assumption that va is at least as close to � as vb

makes it impossible for the angle between eab and n̂ to be 180◦.

with vertices {va,vb,vc} such that va,vb∈R2\� and vc∈�, see Figure 6. Let h be sufficiently
small so that � is well defined in eab. If � fails to be injective over eab, then there are points
p,q∈eab such that �(p)=�(q). Since p is close to �, the line joining p and �(p) is normal to �
at the point �(p). Therefore, p−�(p) and q−�(p) are both parallel to the normal to � at �(p).
This in turn implies that p−q, and hence the edge eab is parallel to the normal to � at �(p). Thus,
we conclude that � fails to be injective over eab precisely when �(eab) is a point in �. Therefore,
to ensure that �|eab is injective, it suffices to ensure that eab is not parallel to the normal to � at
either �(va) or �(vb). This is precisely the purpose of the acute conditioning angle assumption as
explained below.

As depicted in Figure 6, suppose that va is the proximal vertex of K . Let n̂ be the unit outward
normal to � at �(va) and let eac be the edge joining vertex va to vertex vc. Since va ∈R2\�
and vc∈�, using the smoothness of �, it is possible to show that the angle between n̂ and eac is
greater than 90◦−Ch, where C>0 is a constant independent of h but dependent on the curve.
Then, as depicted in Figure 6, if the interior angle at va in triangle K is strictly acute, we cannot
have eab · n̂=1 for any h sufficiently small. More precisely, if the angle at va is smaller than
some �0<90◦ independent of h, we only need h to be small enough to ensure Ch<90◦−�0.
The assumption that va is at least as close to � as vb excludes the possibility of eab · n̂=−1,
again, provided h is small. Hence, eab is not parallel to n̂. Following the argument in the previous
paragraph, this implies that � is injective on eab . In this way, we conclude that if a positively cut
triangle K has an acute conditioning angle, then the restriction of � to its positive edge is injective.

More involved arguments are required to justify that a small mesh size and an acute conditioning
angle are sufficient to guarantee global injectivity as well as the observations made at the end of
the previous section. We now revisit example 3 of Section 2 and consider the parameterization
shown in Figure 4. In light of the above discussion, for a point p on a positive edge, we examine
(i) the angle between the positive edge and the normal to � at �(p) and (ii) the Jacobian of the
parameterization at p. Figure 7 shows a histogram of these two quantities upon uniformly sampling
each of the 332 positive edges at 11 points. In particular, note that the angle is bounded away
from 0◦ and 180◦ and that the Jacobian is bounded away from 0. In fact, all angles were found to
lie between 21◦ and 159◦. The conditioning angle of the mesh shown in Figure 4(a) was close to
80◦. The values of the Jacobian were between 0.34 and 1.33.
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(a) (b)

Figure 7. For points p distributed along the positive edges in Figure 4(b), shown here are
histograms for (a) the angle between the positive edge containing p and the normal to � at �(p)
and (b) the Jacobian of the parameterization at p. Values of angles were contained in [21◦,159◦]

and values of the Jacobian were contained in [0.34,1.33].

The injectivity of � over �h does not deteriorate as the mesh is refined. In particular, for
sufficiently small mesh sizes, the Jacobian of the parameterization is bounded away from 0 and
∞ irrespective of the mesh size. This is a key property for the construction of convergent finite
element methods on �. We showcase this property with a numerical example in Section 7, see
Figure 18(b). In Section 4.4, we discuss with an example the fact that an acute conditioning angle
is sufficient although not necessary to ensure an injective parameterization. We also discuss the
possibility of relaxing this angle condition.

3.4. On the requirement of small mesh size

The requirement of a small enough mesh size expressed by condition A.2 cannot be over empha-
sized. Even if condition A.1 is satisfied, a large mesh size can result in (i) the parameterization
being non-injective, (ii) �h not being a closed curve, or (iii) connected components of �h not being
simple. This is best illustrated through examples. The example shown in Figure 8 demonstrates
that h needs to be small, at least when compared with the local radius of curvature of �. The
triangulation shown on the left in Figure 8(a) consists only of equilateral triangles and therefore
has conditioning angle 60◦ with �. However, because h is too large, the images under � of different
positive edges overlap in �. When the background mesh is refined with a self-similar subdivision,
thereby halving the mesh size and retaining the same conditioning angle, � is injective over the
positive edges. In the examples shown in Figures 8(b) and (c), the curves � (in red) and �h (in
green) are topologically different precisely because the mesh size is too large. In Figure 8(b),
unlike �, �h is neither a closed curve nor is it a connected set. In Figure 8(c), �h fails to be a
simple curve although � is. When the meshes in Figures 8(b) and (c) are refined by a self-similar
subdivision of triangles as done in Figure 8(a), these discrepancies are remedied.

4. ON TRIANGULATIONS WITH ACUTE CONDITIONING ANGLE

The acute conditioning angle condition requires certain angles in the background triangulation to
be acute. The number of angles required to be acute is precisely the number of triangles that are
positively cut. A simple way to ensure this is to just require that triangles in the vicinity of the
curve be acute angled. Even simpler, require an acute-angled triangulation, i.e., a triangulation
consisting of only acute-angled triangles. Since the polygon to be triangulated is quite arbitrary, we
can even construct triangulations consisting of only equilateral triangles, as done in the example
shown in Figure 3(b).

Copyright � 2011 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2011)
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(a)

(b) (c)

Figure 8. Examples to emphasize the requirement of a small mesh size in the parameterization method:
(a) � fails to be injective on the positive edges (in green) joining v0 with v1 and v2 because their images
overlap in � (in red). This is rectified by simply refining the mesh with a self-similar subdivision of
triangles; (b) positively cut triangles are indicated by small black markers. While � (in red) is a closed
and connected curve, �h (in green) is neither; notice the isolated positive edge near the neck of �. This
is remedied by subdividing the background mesh; and (c) positively cut triangles are marked by black
markers. While � (in red) is a simple curve, �h (in green) is not. Clearly, the parameterization over

positive edges is not injective. This is again rectified by subdividing the background mesh.

In this section, we discuss ways to construct and refine triangulations that satisfy the acute
conditioning angle assumption. We showcase a way to construct adaptively refined acute triangu-
lations from quadtrees and a construction of triangle meshes based on subdividing certain classes
of quadrilateral meshes. Triangulations resulting from either construction automatically have an
acute conditioning angle. Finally, we also discuss the possibility of relaxing this assumption.

4.1. Adaptively refined acute-angled triangulations

In practical applications, it is desirable to use meshes that are adaptively refined based on the
local features of the curve. For example, the mesh size could be related to the local curvature.
A convenient and commonly adopted way of constructing adaptively refined triangulations is with
quadtree spatial decompositions, see [17, 18]. This is usually done by constructing stencils of
triangulations for each square in an adaptively refined quadtree. Since neighboring squares can
have different levels of refinement, these stencils need to be carefully constructed. The quadtree
is therefore balanced prior to triangulation, so that neighboring squares have sides whose lengths
differ by a factor of at most two. For the purpose of our method, just any triangulation stencil
would not suffice since we require that some angles be acute. The stencils given in [19] result in
an acute-angled triangulation. The interior angles in each triangle are bounded above by 80◦.

Copyright � 2011 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2011)
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(b) (c)

(a)

Figure 9. Adaptively refined acute-angled triangulations can be constructed by triangulating an adapted
quadtree decomposition and using the stencils in [19]. Shown here is a cubic spline (in red) with many
small features and widely varying curvatures. The domain enclosed by the curve is shaded in gray (notice
the various animal and tree shapes). A background quadtree structure was constructed by decomposing a
set of sample points on the curve into separate squares. Parts of the mesh resulting from triangulating the
quadtree are shown in (b) and (c), along with the corresponding collection of positive edges. The mesh
size distribution was not optimized; hence, some regions of the mesh are significantly finer than what
is necessary to obtain a good parameterization. However, notice that smaller mesh sizes are needed in

regions of the curve with large curvatures and small features.

Figure 9 shows an example of a curve with many small features and widely varying curvatures
(notice the various animal shapes). The curve is a cubic spline that was constructed by approximately
digitizing Figure 2.19 of [20]. To demonstrate that the curve is in fact closed and simple, the
domain enclosed by it is shaded in gray. In order to construct an adaptively refined background
mesh for this curve, a quadtree was built by requesting that a set of sample points on the curve
belong to separate squares of the tree. Then the stencils from [19] were used to triangulate the
quadtree. The size distribution was not optimized in any way; hence, some regions of the resulting
mesh were much finer than what is needed to obtain a good parameterization of the curve. Since
the resulting mesh was quite dense, it is not included here. Instead, two small sections of the
mesh are shown in Figures 9(b) and (c). The entire collection of 6493 positive edges is shown in
Figure 10. Observe that like the curve itself, the positive edges form a simple, closed curve. This
was not the case with a coarse background mesh.

As was done for the example in Figure 4, we examine (i) the angle between positive edges and
local normals and (ii) the Jacobian for the parameterization. Figures 11(a) and (b) show histograms
for these two quantities. All angles were found to lie in the range [12◦,171◦] while values of the
Jacobian belonged to [0.15,4.1]. As before, angles are bounded away from 0◦ and 180◦ and the
Jacobian is bounded away from 0. Numerical experiments and the discussion in Section 3.3 show
that a smaller conditioning angle will improve these ranges.
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Figure 10. The collection of positive edges identified for the curve shown in Figure 9 is shown in green.
The curve itself is shown in dashed lines.

(a) (b)

Figure 11. Examination of the parameterization for the example shown in Figure 10. Histogram
plots for the (i) angle between positive edges and local normals and (ii) Jacobian of the

parameterization are shown in (a) and (b), respectively.

4.2. Refinement of triangulations with acute conditioning angles

Since the parameterization method requires the mesh size h to be small, a systematic mesh
refinement algorithm may be needed. Whether the refinement of a mesh with acute conditioning
angle also has an acute conditioning angle depends both on how the curve intersects triangles in
the mesh as well as on the refinement algorithm. For example, some mesh refinement strategies
applied to a mesh of all acute-angled triangles may render meshes whose conditioning angles are
obtuse or too close to 90◦.
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In all the examples shown in Section 7, we have adopted a self-similar subdivision of trian-
gles. In this refinement procedure, each triangle is divided into four triangles by joining mid-
points of edges. The mesh size is halved with every refinement. Moreover, the refinement of an
acute-angled triangulation remains acute-angled and hence the conditioning angle remains acute
irrespective of the mesh size. This is not the case, for instance, with a longest-edge bisection
scheme. Such approach may make the refinement of an acute-angled triangulation contain obtuse
angles.

4.3. An algorithm based on subdivision of quadrilateral meshes

We describe now a simple construction of triangulations having acute conditioning angles by
subdividing certain types of quadrangulations. Let Qh be a mesh consisting of non-degenerate
convex quadrilaterals over a polygon. We assume that in each quadrilateral in Qh (at least the
ones in the vicinity of the curve), the angles between each diagonal and its adjacent edges
are acute. We construct a triangulation by splitting each quadrilateral in Qh into two triangles
by connecting a pair of diagonally opposite vertices. By selectively deciding which vertices to
join, we can ensure that the resulting triangulation has an acute conditioning angle with �, see
Figures 12(a) and (b).

(a)

(b)

(c) (d)

Figure 12. Constructing triangulations with acute conditioning angle by subdividing quadrilateral meshes
in which the angles between each diagonal and its adjacent edges are acute. The stencils to subdivide
each quadrilateral are shown in (a) and (b). Which stencil to use for each quadrilateral depends on the
value of the signed distance function at the vertices. These stencils are constructed such that the resulting
positively cut triangles have an acute conditioning angle. Either diagonal can be joined for the cases
shown in (a) while a particular diagonal needs to be joined for the ones shown in (b). Figure (c) shows a
spline immersed in a mesh of rectangles. Using the stencils in (a) and (b), each rectangle is split into two
triangles. The rectangles shaded in blue with blue diagonals are the ones that correspond to the stencil
on the left in (b). The rectangles shaded in green with green diagonals are the ones corresponding to the

stencil on the right in (b). The resulting triangulation and positive edges are shown in (d).
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Consider a quadrilateral Q in Qh with vertices {vi ,v j ,vk,v�} ordered counter-clockwise. Let
� be the signed distance function to the curve to be parameterized. Denote by n+ the number of
vertices of Q where ��0.

(i) Join any two diagonally opposite vertices if (or deciding based on the quality of resulting
triangles)

(a) n+=0, or
(b) n+=1, or
(c) n+=2 with ��0 at two diagonally opposite vertices, or
(d) n+=3 with �(v�)<0 and �(v j )�min{�(vi ),�(vk)}.
These are the cases shown in Figure 12(a). Two cases remain (see Figure 12(b)).

(ii) If n+=2 with ��0 at two adjacent vertices, say 0��(vi )��(v j ), join vi and its diagonally
opposite vertex.

(iii) If n+=3 with �(v�)<0 and �(v j )>min{�(vi ),�(vk)}, join vertices vi and vk .

The resulting collections of triangles that are positively cut and positive edges are easily identified
by inspection. It is a simple exercise to check that because of the assumption on angles in Q,
the triangles that are positively cut by the curve after subdivision of Q have acute conditioning
angles. Of course, the above stencil is only modulo cyclic permutations of the vertex ordering
{vi ,v j ,vk,v�}.

In addition to outlining a simple way to construct triangulations with acute conditioning angles,
this construction also provides a method for parameterization of � over edges and diagonals of
certain types of quadrilateral meshes. Structured meshes are an important family of quadrilateral
meshes that satisfy the assumption of acute angles between diagonals and adjacent edges. Indeed,
any mesh consisting of parallelograms, in particular, rectangles and squares, satisfies such an
assumption. Figures 12(c) and (d) show an example with a spline immersed in a mesh of rectangles.

4.4. Acute conditioning angle: a sufficient but not necessary condition for injectivity

The rationale behind requiring an acute conditioning angle to compute an injective parameterization
was discussed in Section 3.3. As mentioned there, it is easy to see that this is just a sufficient
condition, not a necessary one. Figure 13 shows an instance in which an injective parameterization
is computed despite the fact that each triangle that is positively cut has an obtuse conditioning angle.

It is in fact fairly obvious that an acute conditioning angle is not necessary. For once the positive
edges have been identified, the closest-point projection from these edges onto the curve does not
depend on the background mesh in any way. That is, the parameterization computed depends only
on the edges selected and the curve itself, not on the connectivity of the background triangulation
or on what angles the selected edges make with other edges in the triangulation. Instead, the acute
conditioning angle condition provides a means to control the orientation of the positive edges with
respect to the curve.

It should therefore be possible to relax the angle condition. Within the scope of the following
discussion, we introduce some notation related to triangulations. By a triangulation Th of a
polygon, we mean a pairing (V ,C), where V is the list of vertices, i.e. points in R2, and C ,

Figure 13. Qualitative demonstration of the fact that an acute conditioning angle is sufficient but not
necessary for injectivity in the parameterization method. In the example shown, each triangle positively cut
by � has an obtuse conditioning angle. However, the closest-point projection is injective over these edges.
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the connectivity table, is a collection of 3-tuples in V×V ×V . By (x, y, z)∈Th , we refer to
the triangle in Th with connectivity (x, y, z)∈C . For the C2-regular boundary �, we say that
triangulations Th= (V ,C) and T′h′ = (V ′,C ′) are positive edge equivalent with respect to � or

Th
�∼T′h′ , if
(i) � is immersed in both Th and T′h′ ,
(ii) there exists a bijective map � :V �→V ′ such that

(a) (x, y, z)∈C ⇐⇒ (�(x),�(y),�(z))∈C ′,
(b) (x, y, z)∈Th is positively cut ⇐⇒ (�(x),�(y),�(z))∈T′h′ is positively cut, and
(c) if v∈V is the vertex of a positive edge, then �(v)=v.

It follows from the definition of the equivalence relation
�∼ that if Th

�∼T′h′ , then the two
triangulations Th and T′h′ have the same collection of positive edges. Therefore, our method
computes the same parameterization for � with both triangulations. The key point is that for
small h, we can guarantee an injective parameterization of � using Th by simply knowing the
existence of a member in its equivalence class with acute conditioning angle. This in turn reduces

to determining if the map � in the definition of
�∼ can be constructed. Doing so is easy for the

example shown in Figure 13. The required map is the one that translates the vertices opposite to
the positive edge in each triangle that is positively cut, by a small distance to the right. However,
such a map may not exist, as is the case for the examples shown in Figure 5.

5. EXTENSION OF THE PARAMETERIZATION METHOD TO SPLICED C2-CURVES

In this section, we extend the parameterization method to a larger class of curves, called spliced
C2-curves. This family of curves includes C2-regular boundaries, and more notably, curves with
endpoints, corners, self-intersections and T-junctions. A curve � is a spliced C2-curve if it can be
written as �=⋃m

i=1 �i , for some m∈N, where for each i=1, . . . ,m, the curve �i is a closed and
connected subset of a C2-regular boundary �i , and these curves satisfy that

�i ∩� j=�r�i∩�r� j ∀i, j ∈{1, . . .m}, i �= j,

where �r�i is the boundary of �i in the topology relative to �i . Each curve �i is called a component
curve of �, and each curve �i is called the parent curve of the component curve �i . Finally, the
points in

⋃m
i=1�r�i are called the corners of �.

As the name suggests, a splicedC2-curve is constructed by splicing end-to-end, closed, connected
subsets of C2-regular boundaries. Spliced C2-curves themselves need not be closed or be the
boundary of an open set in R2. A spliced C2-curve need not even be simple, but note that each
point of self-intersection is necessarily a corner of the curve. Corners include not only visible
kinks in the curve, i.e. where the tangent fails to be continuous, but also points where the tangent
fails to be differentiable.

From the definition, it follows that a spliced C2-curve with one component and no corners is
a C2-regular boundary. For example, the boundary of a disc is a C2-regular boundary and hence
a spliced C2-curve. The boundary of a polygonal domain is a spliced C2-curve, although not a
C2-regular boundary.

As with C2-regular boundaries in Section 2, we say that a spliced C2-curve � is immersed in a
triangulation Th if � is contained in the domain triangulated by Th .

We extend the notion of triangles being positively cut by � in a component-wise manner.
Consider a component curve �i of � with parent curve �i and denote the signed distance function
and the closest-point projection of �i by i� and i�, respectively. We say that a triangle K ∈Th is
positively cut by �i if

(i) i��0 at precisely two vertices of K , say i�(v1),i �(v2)�0, and
(ii) i�(v1)∪i �(v2)⊂�i .
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Algorithm 2 Identification of positive edges for a component curve �i of a spliced C2-curve.

Input: Component curve �i of a spliced C2-curve, parent curve �i with defining function i�
and closest-point projection i�, triangulation Th
Require: �i is immersed in Th , corners of �i are vertices of Th

{Identify positive edges}
Ei
h←∅

for all triangles K ∈Th do
{va,vb,vc}←vertices of K ordered such that i�(vc)�i�(va),i �(vb)
if i�(va),i �(vb)�0 and i�(vc)<0 then

if i�(va)∪i �(vb)⊂�i then {K is positively cut by �i}
Append edge joining va and vb to Ei

h
end if

end if
end for
Output: �ih=

⋃
e∈Ei

h
e

With this notion of triangle being positively cut, the notions of positive edges, proximal vertices
and conditioning angles are defined just as in Section 2, but with respect to each component
curve.‡

5.1. Parameterization method for spliced C2-curves

The parameterization method for a spliced C2-curve � proceeds essentially by parameterizing each
component curve �i as in Section 2. The main difference here is that each �i is only a subset of
the C2-regular boundary �i ; hence, for the parameterization method in Section 2 to be applicable,
we need to further request the corners of each �i to coincide with some vertices in Th . Under
these condition, we define the domain of the parameterization for component curve �i as

�ih={Union of positive edges with respect to �i in Th}.
The parameterization of each component �i follows then as i�:�ih→�i , for 0�i�m.

By construction then, a similar result to that in Section 2 applies: Consider a family of quasi-
uniform triangulations {Th}h with h↘0 such that the spliced C2-curve �=⋃m

i=1 �i with compo-
nent curves {�i }i is immersed in Th for each h, and assume that

B.1 for each h and each 1�i�m, the conditioning angle of Th computed with respect to �i is
smaller than �0<�/2, for some �0 independent of h and i ,§

B.2 for each h, there is a vertex of Th coincident with each corner of �, and
B.3 h is small enough,

then the map i�:�ih→�i is injective and onto, for 1�i�m.
The pseudocode to identify each set �ih is very similar to that in algorithm 1. The main difference

is that in this case it is also necessary to check condition (ii) mentioned above to confirm that a
triangle is positively cut by a component curve. For completeness, the pseudocode in this case is
shown in Algorithm 2.

For spliced C2-curves, it is possible to have edges that are positive with respect to more than
one component curve, especially near vertices. Hence, there may be one or more edges that belong
to �ih∩� j

h with i �= j . For this reason, we can only claim that i�:�ih→�i is one-to-one for each i .

‡Specifically, by replacing � by the component curve in the definition of proximal vertex, conditioning angles and
positive edge.
§This can be equivalently written as suphmax1�i�mmaxK∈Pi

h
{Conditioning angle of K }<�/2, where Pi

h is the

collection of triangles in Th positively cut by �i .
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(a)

(b)

Figure 14. Illustration of the parameterization method for a spliced C2-curve. (a) Shown in black is a
spliced C2-curve with 8 component curves and 14 corners (8 T-junctions and 6 end points). It is immersed
in an acute-angled triangulation that has a vertex coinciding with each corner. (b) Each component curve is
shown here in a different color along with its corresponding set of positive edges. Notice that each one of
these sets of positive edges always start and end at the end points of its component curve, by construction.

(a) (b)

(c)

Figure 15. Close up views near three corners in the example shown in Figure 14. The corners in (a) and
(b) are T-junctions while the one in (c) is an end point. Positive edges are shown in solid black lines.

This may not hold for the parameterization of � over the entire collection of edges
⋃

i �
i
h , since

some points in
⋃

i �
i
h may be mapped to two or more points in �. Further restrictions on the mesh

are needed for this.
Figure 14 shows an example in which a spliced C2-curve is immersed in an acute-angled

triangulation. The curve has eight component curves each of which is a cubic spline and only one
of which is a C2-regular boundary. The curve has 14 corners which includes 8 T-junctions (or
self-intersections) and 6 end points. The background mesh has a vertex coincident with each of
these corners, as shown in the close-up views in Figure 15. Each pair of component curves and
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positive edges is shown in a different color in Figure 14(b). The background mesh is much finer
than what is minimally required to obtain an injective and onto parameterization.

5.2. On triangulations having vertices coincident with corners

If the curve � has corners, we require the background mesh Th to have a vertex coincident with
each corner point. This step is included for convenience, to avoid parameterizations that end at
points in the middle of an edge. This does not reduce the generality of the approach, since as
we discuss below, it is often not necessary to a priori include the corners as vertices of the
triangulation.

We suppose that triangles in Th in the vicinity of � are acute angled. Then, it is possible to
locally perturb a few vertices around each corner to ensure that the resulting triangulation still
has an acute conditioning angle with each component curve of �. The following is an example of
one such perturbation map. Let c be a corner of � and suppose that Th does not have a vertex
coincident with c. Identify v� to be (one of) the vertex of Th closest to c, i.e.,

v�=arg min
v∈Th

d(v,c).

With r� >0, consider the following map defined over vertices of Th :

v �→

⎧⎪⎨
⎪⎩

v+
(
1− d(v�,v)

r�

)
(c−v�) if d(v,v�)<r�,

v otherwise.

(1)

Under the action of this map, vertex v� is mapped to the corner c. Vertices that are at distances
larger than r� remain undisturbed. Furthermore, no vertex is moved by a distance larger than
d(c,v�), which by definition of v� is less than or equal to the mesh size h. In this sense, the above
map is a small and local perturbation of vertices of Th around the corner c.

The curve in Figure 16 is a spliced C2-curve with two components (�±) and two corners. It is
the profile of a member of the NACA five digit airfoil series where

�±=

⎧⎪⎪⎨
⎪⎪⎩
(x, y) : y=

⎧⎪⎪⎨
⎪⎪⎩
±k

6
(x3−3mx2+m2(3−m)x), 0�x�m,

±km3

6
(1−x), m< x�1

⎫⎪⎪⎬
⎪⎪⎭

with k=15, m=0.5.

(a) (b)

Figure 16. Example to illustrate the idea of perturbing vertices of the background mesh near corners to
satisfy condition B.1. The curve shown in red is a symmetric airfoil with two corners and two component
curves. The background mesh is the one shown in Figure 3(a). As shown in dotted lines in (a), the
background mesh does not have vertices at the corners. This is rectified after perturbing the vertices, as
shown in solid lines. For each component curve, figure (b) shows the triangles that are positively cut in

gray, positive edges in green and conditioning angles for each component curve.
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When immersed in the background mesh of Figure 3(a), vertices of the mesh do not coincide with
the corners, as shown in dotted lines in Figure 16(a). This is remedied by perturbing the mesh
locally around the corners with the map in (1), as shown in solid lines in Figure 16(a). Figure 16(b)
shows for each component curve, the triangles that are positively cut (shaded in gray), the positive
edges (in green) and the conditioning angles that were checked to be acute.

For the map given by (1), vertex perturbations span a distance of r� around each corner. The
size of the parameter r�, which is a few edge lengths, is decided based on the requirement that
the resulting triangulation have an acute conditioning angle with the component curves of �. Since
the perturbation map is continuous, making r� large enough will ensure that changes in interior
angles of triangles in Th due to vertex adjustments are sufficiently small. Instead of selecting
a (conservative) large enough value for r�, an iterative procedure can be adopted. We determine
the smallest n∈N for which r�=nh ensures that the triangulation post vertex adjustments has an
acute conditioning angle.

With a large mesh size, vertex perturbations can affect a large fraction of vertices in the mesh.
This was the case in the example shown in Figure 16(a), where the mesh was kept coarse for
illustration purposes. It is even possible that the same vertex is perturbed by maps corresponding
to different corners. With a small enough mesh size, each vertex in the mesh is perturbed by the
map of at most one corner. This is the case in the example shown in Figure 21(a).

The perturbation map in (1) is not the only one possible. Similar maps are easy to construct.

5.3. On the need of geometric tolerances

Computationally determining whether a vertex is inside or outside the domain defined by a parent
curve often needs the introduction of tolerances when evaluating the sign of the defining function.
Fortunately, the method is quite robust with respect to this determination. This is because failing to
accurately determine whether a vertex lies inside a domain or not is equivalent to parameterizing
a nearby smooth curve, one that is at a distance of the order of machine precision (or tolerance
used for computing the defining function) from the actual curve.

However, some additional care is needed for corners. For sufficiently small mesh sizes, the
vertex of the background mesh coinciding with a corner necessarily belongs to a positive edge.
Therefore, we automatically identify corners as vertices of a positive edge. In this way, we avoid
having to discern whether the value of the defining function is strictly negative or not there.

6. APPLICATION TO THE CONSTRUCTION OF FINITE ELEMENT SPACES
ON IMMERSED CURVES

Next, we apply the parameterization to the construction of finite element spaces on curves. For
simplicity, we describe the construction only for a connected C2-regular boundary �. The extension
to spliced C2-curves follows naturally. We denote the collection of positive edges in the (sufficiently
refined) background meshTh by Eh and the union of these edges by �h . For each e∈Eh , we denote
by ue∈R2 a unit vector parallel to e, and by J e=|∇�·ue| the Jacobian of the parameterization.
Note that for any f ∈ L1(�), we have∫

�
f d�= ∑

e∈Eh

∫
�∈e

( f ◦�)J e d�, (2)

which can be used to integrate over �.
A C0 finite element space on � is obtained by constructing a finite element space over �h and

then pushing these functions forward to � through a composition with �, the closest-point projection
of �. Three aspects of our method are crucial for this. First, the domain of parameterization is
a collection of edges. Constructing finite-dimensional spaces over �h is straightforward. Second,
constructing a C0 finite element space over �h is simplified precisely because like �, �h is a
simple connected curve. If it was not, continuity across edges in �h may have to be imposed with
constraints. Finally, since � :�h→� is injective and onto, the space of functions over � obtained
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by composing finite element functions defined on �h with the map �, is well defined. That is, the
resulting finite element space on � consists of functions that are defined for all points in � and
that are single valued.

Let V e
h ⊂C2(e,R) be a space of finite element functions over e∈Eh . A C0 space of finite

element of functions on �h is given by

V̂h={vh:�h→R :vh|e∈V e
h ∀e∈Eh , and vh ∈C0(�h ,R)}.

We then have the following C0 finite element space on � :

Vh={v̂h ◦�−1 : v̂h∈ V̂h}.
In the following, we give specific examples of such spaces by constructing Lagrange and Hermite

elements on �. The latter consists of functions in C1(�,R). To this end, we denote the space of
polynomials of degree less than or equal to k on Î = [0,1] by Pk( Î ). For each e∈Eh , Me : Î→e
is the affine map from Î to the edge e. We set Pe=�(e).

6.1. Lagrange finite elements

Following the notation in [11], let { Î ,Pk( Î ), �̂k} be the reference Lagrange finite element on Î ,
where �̂k={�̂i }k+1i=1 is the set of degrees of freedom. The points

{0= z1< z2< · · ·< zk+1=1}⊆ Î

are such that for each v̂∈C0( Î ),

�̂i (v̂)= v̂(zi ), 1�i�k+1.
Let {N̂i }k+1i=1 denote the basis for Pk( Î ) dual to �̂k so that N̂i (z j )=�i j .

We define a finite element over the patch Pe in � as {Pe,V k
h (Pe),�

e
k}, where

V k
h (Pe)= SPAN{N̂i ◦(Me)−1◦(�)−1}

as sketched in Figure 17, and the degrees of freedom �e
k={�ei }k+1i=1 as

�e
i (v)= �̂i (v◦�◦Me) ∀v∈Vk

h (Pe), 1�i�k+1.
Finally, the Lagrange finite element space on � is given by

V k
h =

∏
e∈Eh

V k
h (Pe).

Figure 17. Illustration to explain the construction of finite element spaces on curves. The reference element
is the segment [0,1]. With an affine map Me , the reference element is mapped to an edge e. Then, the

closest-point projection � maps the edge e onto the curve �.
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As mentioned before, due to the fact that �h is simple and connected, the above definition implies
that V k

h ⊂C0(�,R).
In order to define an interpolation operatorIh :H1(�)→V k

h , note that � is C1 on �h . Therefore,
v∈H1(Pe)⇐⇒ v◦�∈H1(e), and hence �ei (v) is well-defined. The interpolation operator is defined
piecewise as

Ih(v)|Pe =
k+1∑
i=1

�ei (v)N̂i ◦(Me)−1◦(�)−1.

6.2. Cubic Hermite elements

Let { Î ,P3( Î ), �̂H } denote the reference cubic Hermite element where the four degrees of freedom
in �̂H are

�̂1(v)= v(0), �̂2(v)=v(1),

�̂3(v)= v′(0), �̂4(v)=v′(1) ∀v∈C1( Î ).

The shape functions {Ĥi } dual to �̂H are

Ĥ1(�)= 2�3−3�2+1,
Ĥ2(�)=−2�3+3�2,
Ĥ3(�)= �3−2�2+�,

Ĥ4(�)= �3−�2.

As before, define the finite element {Pe,V H
h (Pe),�

e
H } over each patch Pe as

V H
h (Pe)= SPAN{Ĥi ◦(Me)−1◦(�)−1}.

The degrees of freedom �e
H are now defined as

�ei (v)= �̂i (v◦�◦Me) for i=1,2,

�e3(v)=
1

|e||J e(0)| �̂3(v◦�◦Me),

�e4(v)=
1

|e||J e(1)| �̂4(v◦�◦Me),

where |e| is the length of edge e. The finite element space on � can now be defined as

V H
h =

∏
e∈Eh

V H
h (Pe).

By scaling the degrees of freedom �̂3 and �̂4 that interpolate the derivatives, we have ensured that
V H
h ⊂C1(�,R). An interpolation operator Ih :H2(�) �→V H

h is defined in a natural way assuming
that � is at least a C3-regular boundary, namely,

Ih(v)|Pe =
4∑

i=1
�e
i (v)Ĥi ◦(Me)−1◦(�)−1.

7. NUMERICAL EXAMPLES WITH FINITE ELEMENTS

With numerical examples, we showcase the performance of the parameterization method and the
construction of finite element spaces described above. We first look at the convergence rate of
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(a)

(b) (c)

Figure 18. Jacobian of the parameterization and convergence of interpolation error as a function of
mesh size: (a) A semi-circle (in red) is immersed in the background mesh shown in Figure 3(a). The
triangulation is refined with a self-similar subdivision and vertices near the two corners are perturbed to
satisfy B.2. The positive edges in successive refinements of the background mesh are shown in green
in (a); (b) Jacobian as a function of angle for the parameterization of the semi-circle over positive
edges for different mesh sizes. Notice that the Jacobian is bounded and away from zero independent of
the mesh size; and (c) L2(�)-norm of the interpolation errors (u−Ihu) as a function of mesh size for
u(�)=cos�cos2� for the interpolation operators Ih in defined Sections 6.1 and 6.2. Note the optimal

convergence for the finite element spaces V 1
h ,V 2

h and V H
h .

the finite element interpolation operators defined in Sections 6.1 and 6.2. We also verify that the
Jacobians of the parameterization remain bounded and away from zero independent of h (as we
expect from the acute conditioning angle requirement). We then show numerical examples that
approximate the solutions to the steady-state heat equation and the Timoshenko beam model over
curved beams.

7.1. Optimal convergence of the finite element interpolants

In the following example, we demonstrate the optimal convergence of the finite element interpolants
in the L2-norm for the spaces defined above. The curve � is a semi-circle (a one-component spliced
C2-curve) immersed in the triangulation shown in Figure 3(a), and in four successively refined
triangulations. Each finer triangulation was obtained by subdividing each triangle in the mesh into
four self-similar ones. Figure 18(a) shows � in red, and the positive edges in green. The background
triangulations are not shown.

The Jacobian for the parameterization of � is plotted for three different values of h in Figure 18(b).
We observe that the Jacobian is never close to zero. In fact, it is bounded from below and above
independently of h.
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For the function u= sin�cos2�,�∈ [0,�], the L2(�)-norm of the interpolation error (u−Ihu)
is plotted in Figure 18(c). We note that the interpolation error converges optimally for the finite
element spaces V 1

h ,V 2
h and V H

h on �.

7.2. Steady-state heat equation

Solving the steady-state heat equation on a curve � consists of determining u :�→R that minimizes
the functional

I [u]=
∫

�

(
1

2
∇su ·∇su− f u

)
d�, (3)

where f :�→R is a given function and ∇s is the tangential gradient operator. The discrete problem
on � is to determine uh that belongs to a finite element space Vh such that∫

�
∇suh ·∇svh d�=

∫
�
f vh d� ∀vh ∈V �

h ,

where V �
h ⊂Vh is the set of admissible test functions. By adopting a basis {Ni } for the space V �

h ,
we obtain a set of linear equations that needs to be solved, namely

KUh = F where Ki j =
∫
�
∇s Ni ·∇s N j d�,

Fi =
∫

�
f Ni d�.

Integrals over � in the above expressions are performed over the reference element Î by a change
of variables, as in (2).

We show an example with the semi-circle and positive edges depicted in Figure 18(a). The
source function is defined as

f (�)=− 1

r2
(4cos�sin2�+5sin�cos2�),

where r is the radius of the semi-circle and � is the angular coordinate. The solution of (3) is
the function u(�)= sin�cos2�, �∈ [0,�], and is plotted in Figure 19(a). Homogeneous Dirichlet
boundary conditions were imposed at both end points (�=0,�); hence, in this case Vh=V �

h . Finite

(a) (b)

Figure 19. Convergence of the computed finite element solution uh to the exact solution
u(�)= sin�cos2� for the steady heat equation on a semi-circle. The exact solution is plotted in (a).
The rate of convergence of the error measured in the L2(�)-norm is seen to be optimal for each one

of the finite element spaces V 1
h ,V 2

h and V H
h , as shown in (b).
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element approximations uh were computed with the spaces V 1
h ,V 2

h and V H
h . Figure 19(b) shows

the convergence of uh to u in the L2(�)-norm. The rates of convergence are optimal.

7.3. Timoshenko beam model

Next, we consider a Timoshenko beam model for a thin beam B in R2, which is one of the form

B={�+	n̂(�) :�∈�,	∈ (−H,H )}.
The set �⊂B, a spliced C3-curve, is the mid-curve of the domain. The thickness of the domain,
given by 2H >0, is assumed to be small compared with the length of �. Assuming small rotations
of material fibers normal to the mid-curve, the displacement field u :B→R2 is of the form

u(�,	)=um(�)+	�(�)t̂(�), (4)

where um :�→R2, �:�→R and t̂(�) is the unit tangent to � at the point �. The infinitesimal strain
tensor e(u) for the displacement field u is defined as e(u)= 1

2 (∇u+∇uT), with components ei j (u)
in a standard Cartesian basis for R2. With an isotropic linear elastic material model for B, u is
determined as a stationary point of the functional

I [u]=
∫
B
(
(tr[e(u)])2+2�e(u) : e(u)−B·u)dB, (5)

where tr[e(u)]= e11(u)+e22(u), B :B→R2 is a given body force per unit volume of B and 
,�
are known material parameters called Lamé constants. Since the unknowns um and � are both
defined over �, the problem in (5) is in fact one over � although integration along the thickness
coordinate 	 is still required.

The discrete problem is defined just as for the heat equation: we seek (uhm,�h)∈ [V 1
h ]

2×V 1
h

which renders the functional (5) stationary.
We present two examples with this model. In the first, we set the mid-curve of the beam

to be the semi-circle of radius r parameterized over the most refined positive edges shown in
Figure 18(a). The material constants are set to 
/�=1, the thickness to 2H=r/15, and the body
force B/�=−0.01ey, where ey is the unit vector pointing toward the top of the page. The two ends
of the semi-circle are rigidly fixed by setting um=0 and �=0 there. The deformed configuration
of the mid-curve is shown in Figure 20(a).

To evaluate the accuracy of the solution, we also computed the solution of the linear elasticity
problem in which the kinematic constraint (4) is not imposed. In this case, we solve for the
displacement field overB with a body-fitting mesh of triangles, C0-piecewise affine finite elements,
imposing Dirichlet boundary condition u=0 at the two ends of the strip, and traction-free boundary
condition on the rest of the boundary. Of course, in this case the small thickness of B requires
the elements to be rather small throughout the mesh. Figure 20(b) shows the corresponding two-
dimensional calculation for the deformation of B.

Figure 20(c) plots the Cartesian components of the displacement along the mid-curve computed
with the Timoshenko beam model and with the two-dimensional linear elastic model. Both are
essentially on top of each other, indicating that: (a) the kinematic assumption (4) is a good one
in this case, and more importantly, (b) the finite element method we created over � using the
parameterization yields an accurate solution.

Figure 21 shows a similar calculation but for a beam whose mid-curve is the letter ‘S’. This
curve is a spliced C3-curve consisting of three component curves. Two of the component curves
are arcs of a circle of radius 2 units and are drawn in red and orange in Figure 21(a), while the
third is a line segment that is drawn in blue. The thickness of the beam normal to the mid-curve
is 0.2 units. Figure 21(a) shows the mid-curve immersed in a triangulation that is a refinement of
the one shown in Figure 3(a). Also shown are the small vertex adjustments near each of the four
corners. The given triangulation is drawn with dotted lines. Around each corner, vertex adjustments
span a distance of about five edge lengths. After these adjustments, there is a vertex coincident
with each corner. The positive edges for parameterization of the mid-curve are drawn in green in
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(a) (b)

(c)

Figure 20. Computing the elastic deformation of a thin Timoshenko beam. The mid-curve of the beam
is a semi-circle of radius r and the thickness normal to it is H=r/30. Figure (a) shows the deformed
mid-curve in red, in the presence of a constant body force acting downward. The deformation was also
computed with a linear elastic model on a two-dimensional mesh, as shown in figure (b). The mesh in
the reference or undeformed configuration is shown in light gray while the boundary of the deformed
configuration is shown in black. Figure (c) compares the components of the displacement field in the
vertical and horizontal directions along the mid-curve, computed with both the exact (or full) and the
reduced order model. The very good agreement between the two indicates that the finite element method

over � used to solve the reduced order model is returning an accurate solution.

Figure 21(b). A cross-section of the beam is rigidly fixed by setting um=0 and �=0 at a point
on the mid-curve. A constant body force per unit volume B=5×10−3(cos (�/6)ex−sin(�/6)ey)
is applied, where ex and ey are unit vectors pointing toward the right and top margins of the page,
respectively. The equilibrium deformed configuration of the mid-curve is also sketched. The body
force has been scaled to produce a large deformation for visual effect.

We conclude this section by referring to [21] for a general discussion on the merits of the
Timoshenko beam model and numerical issues with shear locking when the thickness is made
small. We highlight that the construction we have for Hermite elements can also be used for
the Euler–Bernoulli beam model, because the finite element space constructed consists of C1

functions.

8. CONCLUSIONS

We have proposed a parameterization method for planar curves over edges of an ambient trian-
gulation. With limited assumptions on the classes of curves and triangulations, we demonstrated
through numerous examples some interesting features of the method, including its robustness.
These features were vital in the construction of finite elements on curves. In a forthcoming paper,
we will provide rigorous arguments to substantiate the observations made here. We intend to
explore how such a parameterization is useful in the context of problems with curved domains and
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(b)(a)

Figure 21. Computing the elastic deformation of a Timoshenko beam whose mid-curve is the
letter ‘S’. Figure (a) shows the mid-curve immersed in a triangulation that is a refinement of the one
shown in Figure 3(a). The curve consists of three smooth component curves: two arcs of a circle and
a line segment each of which is shown in different colors. As described in Section 5.2, small vertex
adjustments are performed near each corner of the curve to ensure that there is a vertex coincident with
each corner. The edges identified for parameterization of the curve are shown in green in (b). It also
shows the deformed equilibrium configuration of the mid-curve in the presence of a constant body force
B when the cross-section of the body at the indicated point on the line segment is rigidly fixed. The body

force is scaled to produce a visually pronounced deformation.

high-order immersed boundary methods. We can imagine a scenario in which, at least in principle,
the same mesh is used for computing solutions on an evolving domain. The added advantage in
such a case is that the sparsity structure of some of the matrices involved (e.g., mass, stiffness)
can be left unaltered as the domain evolves.

To make the parameterization method more robust, it would be important to know how small
the local mesh size needs to be for the method to generate a one-to-one and onto parameterization.
One possibility would be to formulate an efficient method to test whether the mesh size is small
enough on the fly. Alternatively, it could be possible to obtain easy-to-compute analytical bounds
on the local mesh size for a good parameterization. In this case, a non-conservative bound would
also avoid overly refined meshes.

We are also investigating whether this method generalizes to one for parameterizing surfaces
immersed in tetrahedral meshes. This would be a valuable tool, especially because there is no
canonical parameterization for surfaces.

APPENDIX A: COMPUTING THE SIGNED DISTANCE
AND THE CLOSEST-POINT PROJECTION

An important question with our parameterization method is how to compute the closest-point
projection � for a connected C2-regular boundary �. As discussed in Section 6, for the construction
of finite element spaces on �, we also need to compute its derivatives. While the parameterization
we compute for � is independent of how � is represented, the way to compute � and its derivatives
is particular for each curve representation. We address this question for two commonly encountered
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representations: when � is given parametrically (e.g., splines) or implicitly as the zero level set of
a function (common in immersed boundary methods).

Throughout this section, we denote the unit tangent and unit normal to � by T̂ and N̂ , respec-
tively. The signed distance function to � is denoted by �. We assume

(i) an orientation for � such that N̂ is parallel to ∇� at each point on the curve, and
(ii) that {T̂ , N̂} is a positively oriented basis for R2 at each point in �.

The signed curvature of � is denoted by �. Note that the sign of � depends on the orientation
assumed for � (cf. [22]).

Let p∈R2 with Cartesian coordinates (xp, yp) be a point that is close to �. Then, we have
(see [10])

�(p)= p−�∇�(p), (A1)

∇�(p)= N̂ (�(p)). (A2)

Equations (A1) and (A2) imply that

(p−�(p))· T̂ (�(p))=0. (A3)

Differentiating (A1) with respect to p shows that

∇�(p)= I−∇�⊗∇�(p)−�∇∇�(p), (A4)

where I is the identity tensor on R2×2 and ⊗ is the usual tensor product. Noting from (A4) that

∇�(p)· N̂ (�(p))=0,

it is straightforward to show that (see Section A.3)

∇�(p)= T̂ (�(p))⊗ T̂ (�(p))

1−�(p)�(�(p))
. (A5)

The term (1−�(p) �(�(p))) in the denominator in (A5) explicitly demonstrates that p needs to
be close to �.

A.1. Parametric representation for �

Suppose that � is given by a regular parametrization in a set of Cartesian coordinates as

�={(x(t), y(t)) : x, y∈C2(I,R), I ⊂R}. (A6)

Note that since the parameterization is assumed to be regular,

(x ′)2+(y′)2>0 on I.

Let the point �(p) have coordinates (x(�), y(�)), where � is to be determined. From (A6), the unit
tangent and normal to � at �(p) are computed as

T̂ (�(p))= (x ′(�), y′(�))√
x ′(�)2+ y′(�)2

,

N̂ (�(p))= (−y′(�), x ′(�))√
x ′(�)2+ y′(�)2

,

where we have assumed that � has been oriented to satisfy (A2). From (A3), we get

(xp−x(�))·x ′(�)+(yp− y(�))· y′(�)=0. (A7)
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To find the closest-point projection �(p), we solve (A7) for the unknown �. The solution may not
be unique, but if p is sufficiently close to �, there will be a unique minimizer of |�(p)|. We can
then compute �(p)= (x(�), y(�)) while �(p) and ∇�(p) follow as

�(p)= (p−�(p))· N̂ (�(p)),

= (yp− y(�))x ′(�)−(xp−x(�))y′(�)√
x ′(�)2+ y′(�)2

. (A8)

∇�(p)= (−y′(�), x ′(�))√
x ′(�)2+ y′(�)2

. (A9)

Using (A6), the signed curvature of � at �(p) is computed as

�(�(p))= x ′y′′− y′x ′′

(x ′2+ y′2)3/2

∣∣∣∣
�
. (A10)

Finally, ∇�(p) can be computed from (A5). Similar calculations also apply to the case when � is
locally given by parametric equations.

An important example of parametric curves is splines, which are ubiquitous in computer graphics
and engineering applications. References [14, 15, 23] and the ones therein investigate optimizations
specific to these curves for efficient and robust computation of �(p).

A.2. Implicit representation for �

Next, suppose that � is given as the zero level set of a function 
∈C2(R2,R), i.e. �=
−1(0).
We assume that

|∇
|> 0 on 
−1(0),

and sign(
)= sign(�) on R2. (A11)

Let �(p) have Cartesian coordinates (x�, y�). We can compute the unit tangent and normal to � at
the point �(p) as

T̂ (�(p))= (
y,−
x )√

2
x+
2

y

∣∣∣∣∣∣
(x�,y�)

,

N̂ (�(p))= (
x ,
y)√

2
x+
2

y

∣∣∣∣∣∣
(x�,y�)

,

where we have denoted partial derivatives by using subscripts. Since 
 has the same sign as �,
N̂ is parallel to ∇
 at each point on �. Using the above expression for the unit normal in (A1),
we get

x� = xp−�(p)

x√


2
x+
2

y

∣∣∣∣∣∣
(x�,y�)

, (A12)

y� = yp−�(p)

y√


2
x+
2

y

∣∣∣∣∣∣
(x�,y�)

. (A13)
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Along with the fact that 
(x�, y�)=0, (A12) and (A13) yield a system of three coupled equations
which can be solved to compute x�, y� and �(p). From (A11), the signed curvature of � at the
point �(p) is computed as

�(�(p))= 2
xy
x
y−
xx

2
y−
yy


2
x

(
2
x+
2

y)
3/2

∣∣∣∣∣
(x�,y�)

. (A14)

Finally, ∇�(p) can be computed from (A5).

A.3. Computation of the gradient of the closest-point projection

For completeness, we prove (A5) next. This is precisely stated in the following proposition; see
also [24, lemmas 14.16, 14.17]).

Proposition
Let �⊂R2 be a C2-regular boundary with unit tangent T̂ , signed curvature �, signed distance �
and closest-point projection �. If p∈R2 is sufficiently close to �, then

∇�(p)= T̂ (�(p))⊗ T̂ (�(p))

1−�(p)�(�(p))
. (A15)

Proof
We know that (see [10])

∇�(p)= N̂ (�(p))⇒∇�·∇�(p)=1. (A16)

Differentiating (A16) with respect to p, we get

∇∇�·∇�(p)=0. (A17)

For convenience, let t̂= T̂ (�(p)). The symmetry of ∇∇� and (A17) implies that

∇∇�(p)= (t̂ ·∇∇�(p)· t̂)t̂⊗ t̂ . (A18)

Using (A16) and denoting the arc-length parameter of � by s, we get

t̂ ·∇∇�(p)· t̂ = dN̂

ds

∣∣∣∣∣
�(p)

·∇�(p)· t̂

=−�(�(p)) t̂ ·∇�(p)· t̂ . (A19)

Since p is close to �, we have

�(p)= p−�∇�(p). (A20)

Differentiating (A20) with respect to p, we get

∇�(p)= I−∇�⊗∇�(p)−�∇∇�(p), (A21)

where I is the unit tensor in R2×2. Using (A16) and (A17) in (A21) shows that

∇�(p)·∇�(p)=0. (A22)

Since ∇� is a symmetric tensor (see (A21)), (A22) implies that

∇�(p)= (t̂ ·∇�(p)· t̂)t̂⊗ t̂ . (A23)

It remains to compute t̂ ·∇�(p)· t̂ . From (A16), (A19) and (A21), we get

t̂ ·∇�(p)· t̂=1+�(p)�(�(p)) t̂ ·∇�(p)· t̂ . (A24)
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Since |�(p)�(�(p))|<1 (from p being close to �), (A24) shows that

t̂ ·∇�(p)· t̂= 1

1−�(p) �(�(p))
. (A25)

Equation (A15) follows from (A23) and (A25). �
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